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For the sake of completeness, we recall here the “classical” laws of thermodynamics, as can be
found in most textbooks:
� 0th law (often unstated): thermal equilibrium at a temperature T is a transitive property;
� 1st law: a system at equilibrium is characterized by its internal energy U ; the changes of

the latter are due to heat exchange Q with and/or macroscopic work W from the exterior,
�U = Q+W ;
� 2nd law: a system in equilibrium is characterized by its entropy S; in an infinitesimal process
between two equilibrium states, dS � �Q/T , where the identity holds if and only if the process
is quasi-static;
� 3rd law: for any system, S ! S0 when T ! 0+, where S0 is independent of the system

variables (which allows one to take S0 = 0).
Callen discusses the equivalence between his postulates and these laws in Chapters 1, 2 & 4 of
Ref. [8]. For instance, one sees at once that the third traditional law and the fourth postulate
are totally equivalent.

I.1.2 Irreversible processes in discrete thermodynamic systems
The first of Callen’s postulates of thermostatics has two implicit corollaries, namely the existence

of other states of macroscopic systems than the equilibrium ones, and the necessity to introduce
new quantities besides the extensive parameters {X a} for the description of these out-of-equilibrium
states. In this subsection, these extra variables are introduced for the case of discrete systems.

::::::
I.1.2 a

::::::::::::
Timescales

In the following, we shall consider composite systems made of several simple subsystems, each of
which is characterized by a set of extensive parameters {X (A)

a }, where (A) labels the various subsys-
tems. If the subsystems are isolated from each other, they can individually be at thermodynamic
equilibrium, with definite values of the respective variables. Beginning with such a collection of
equilibrium states and connecting the subsystems together, i.e. allowing them to interact with each
other, the subsystems start evolving. This results in a time dependence of the extensive variables,
{X (A)

a (t)}.
An essential assumption is that the interaction processes between macroscopic systems are slow

compared to the microscopic ones within the individual subsystems, which drive each of them to
its own thermodynamic equilibrium. In other terms, the characteristic timescales for macroscopic
processes, i.e. for the evolution of the extensive parameters {X (A)

a (t)}, are much larger than the
typical timescale of microscopic interactions.

Under this assumption, one can consider that the composite system undergoes a transforma-
tion across macroscopic states such that one can meaningfully define an instantaneous entropy
S({X a(t)}), with the same functional form as at thermodynamic equilibrium.

::::::
I.1.2 b

::::::::::::::::::::::::::::::::::::::::::
Affinities and fluxes in a discrete system

Consider an isolated composite system made of two simple systems A and B, with respective
extensive variables {X (A)

a }, {X (B)

a }. Since the latter correspond to conserved quantities, the sum

X (A)

a (t) + X (B)

a (t) = X tot

a (I.4)

remains constant over time for every a, whether the subsystems A and B can actually exchange the
quantity or not.

According to postulate III, the entropy of the composite system is

Stot(t) = S(A)
�
{X (A)

a (t)}
�
+ S(B)

�
{X (B)

a (t)}
�
. (I.5)

Since for fixed X tot

a , X (B)

a (t) is entirely determined by the value of X (A)

a (t) [Eq. (I.4)], the total
entropy Stot is actually only a function of the latter.

Nicolas Borghini
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At thermodynamic equilibrium, Stot({X (A)

a }) is maximal (second postulate), i.e. its derivative
with respect to X (A)

j should vanish:

@Stot

@X (A)

a

����X tot

a

= 0 =
@S(A)

@X (A)

a

�
@S(B)

@X (B)

a

= Y (A)

a � Y (B)

a . (I.6)

Thus at thermodynamic equilibrium the so-called affinity

Fa ⌘ Y (A)

a � Y (B)

a =
@Stot

@X (A)

a

����X tot

a

(I.7)

conjugate to the extensive state variable X a vanishes. Reciprocally, when Fa 6= 0, the system is out
of equilibrium. A process then takes places, that drives the system to equilibrium: Fa thus acts as
a generalized force (and is sometimes referred to as such).

For instance, unequal temperatures result in a non-zero affinity FE ⌘ 1/T (A)
� 1/T (B), and

similarly one has for simple systems FV ⌘ P (A)/T (A)
� P (B)/T (B) and for every species k (note the

signs!) FNk
⌘ µ(B)

k /T (B)
� µ(A)

k /T (A).

The response of a system to a non-vanishing affinity Fa is quite naturally a variation of the
conjugate extensive quantity X (A)

a . This response is described by a flux , namely the rate of change

Ja ⌘
dX (A)

a

dt
, (I.8)

which describes how much of quantity X a is transferred from system B to system A per unit time.
These fluxes are sometimes referred to as generalized displacements.

Remarks:

⇤ The sign convention for the affinity is not universal: some authors define it as Fa ⌘ Y (B)

j �Y (A)

a ,
e.g. in Ref. [9], instead of Eq. (I.7). Accordingly, the conjugate flux is taken as the quantity
transferred from system A to system B per unit time, that is the opposite of Eq. (I.8). All in all,
the equation for the entropy production rate (I.9) below remains unchanged.

⇤ In the case of discrete systems, all affinities and fluxes are scalar quantities.

::::::
I.1.2 c

::::::::::::::::::::
Entropy production

The affinities and fluxes introduced above allow one to rewrite the time derivative of the instan-
taneous entropy in a convenient way. Thus, differentiating Stot with respect to time yields the rate
of entropy production

dStot

dt
=

X

a

@Stot

@X (A)

a

dX (A)

a

dt

that is, using definitions (I.7) and (I.8) of the affinities and fluxes,

dStot

dt
=

X

a

FaJa. (I.9)

An important property of this rate is its bilinear structure, which will remain valid in the case
of a continuous medium, and also allows one to identify the affinities and fluxes in the study of
non-simple systems.
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I.1.3 Local thermodynamic equilibrium of continuous systems
We now turn to the description of out-of-equilibrium macroscopic systems which can be viewed

as continuous media, beginning with the determination of the thermodynamic quantities suited to
that case.

::::::
I.1.3 a

:::::::::::::::::::::::::::::::::
Local thermodynamic variables

The starting point when dealing with an inhomogeneous macroscopic system is to divide it in
thought in small cells of fixed—yet not necessarily universal—size fulfilling two conditions:

• each cell can meaningfully be treated as a thermodynamic system, i.e. each cell must be large
enough that the relative fluctuation of the usual thermodynamic quantities computed in the
cell are negligible;

• the intensive thermodynamic properties vary little over the cell scale, i.e. cells cannot be too
large, so that (approximate) homogeneity is restored.

Under these assumptions, one can define local thermodynamic variables, corresponding to the
values taken in each cell—labeled by its position ~r—by the extensive parameters: U(~r), Nk(~r), . . .
Since the size of each cell is physically irrelevant as long as it satisfies the above two conditions,
there is no local variable corresponding to the volume V , which only enters the game as the domain
over which ~r takes its values.

On the other hand, since the separation between cells is immaterial, nothing prevents matter
from actually flowing from a cell to its neighbors; one thus needs additional extensive parameters
to describe this motion, namely the 3 components of the total momentum ~P (~r) of the particles in
each cell. For an isolated system, total momentum is a conserved quantity, as are the energy and
(in the absence of chemical reactions) the particle numbers, thus ~P is on the same footing as U and
the Nk.

Promoting ~r to a continuous variable, these local thermodynamic parameters become fields. To
account for their possible time dependence, the latter will collectively be denoted as {X a(t,~r)}.

Remarks:
⇤ The actual values of ~P (t,~r) obviously depend on the reference frame chosen for describing the

system.

⇤ As always in field theory, one relies on a so-called Eulerian(c) description, in which one studies
the changes in the thermodynamic variables with time at a given position, irrespective of the fact
that the microscopic particles in a given cell do not remain the same over time, but constantly move
from one cell to the other.

Rather than relying on the local thermodynamic variables, which depend on the arbitrary size
of the cells, it is more meaningful to introduce their densities, i.e. the amounts of the quantities per
unit volume: internal energy density e(t,~r), particle number densities nk(t,~r), momentum density
~p(t,~r). . . Except for the internal energy (see footnote 3), these densities will be denoted by the
corresponding lowercase letter, and thus collectively referred to as {x a(t,~r)}.

Alternatively, one can also consider the quantities per unit mass,(5) which will be denoted in
lowercase with a subscript m—em(t,~r), nk,m(t,~r), . . . , and collectively {x a,m(t,~r)}—, with the
exception of the momentum per unit mass, which is called flow velocity and will be denoted by
~v(t,~r). Representing the mass density at time t at position ~r by ⇢(t,~r), one trivially has the identity

x a(t,~r) = ⇢(t,~r) x a,m(t,~r) (I.10)

for every extensive parameter X a.
(5)The use of these so-called specific quantities is for example favoured by Landau & Lifshitz.
(c)L. Euler, 1707–1783
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::::::
I.1.3 b

:::::::::::::::
Local entropy

Since it is assumed that each small cell is at every instant t in a state of thermodynamic
equilibrium, one can meaningfully associate to it a local entropy S(t,~r). From there, one can define
the local entropy density s(t,~r) and the specific entropy sm(t,~r).

The important local equilibrium assumption amounts to postulating that the dependence of
s(t,~r) on the thermodynamic densities x a(t,~r)—which momentarily include a “local volume density”
x V identically equal to 1—is given by the same fundamental equation as between the entropy S
and its extensive parameters {X a} in a system at thermodynamic equilibrium.

In differential form, this hypothesis leads to the total differential [cf. Eq. (I.1)]

ds(t,~r) =
X

a

0
Ya(t,~r) dx a(t,~r). (I.11)

Since the differential dx V is actually identically zero, the intensive parameter YV conjugate to
volume actually drops out from the sum, which is indicated by the primed sum sign.

Considering instead the integral form of the fundamental equation, and after summing over
cells—i.e., effectively, integrating over the volume of the system—, the total entropy of the contin-
uous medium reads

Stot(t) =
X

a

Z

V
Ya(t,~r) x a(t,~r) d

3~r. (I.12)

Equations (I.11) and (I.12) yield for the local intensive variables

Ya(t,~r) =
@s(t,~r)

@x a(t,~r)
=

�Stot(t)

�x a(t,~r)
, (I.13)

i.e. Ya(t,~r) can be seen either as a partial derivative of the local entropy density, or as a functional
derivative of the total entropy. The relations

Ya(t,~r) = Ya

�
{x b(t,~r)}

�
(I.14)

for the various Ya(t,~r) are the local equations of state of the system. One easily checks that the
local equilibrium hypothesis amounts to assuming that the local equations of state have the same
form as the equations of state of a system in global thermodynamic equilibrium.

In the example of a simple system in mechanical equilibrium—so that ~v(t,~r) vanishes at each
point—, Eq. (I.11) reads [cf. Eq. (I.2a)]

ds(t,~r) =
1

T (t,~r)
de(t,~r)�

X

k

µk(t,~r)

T (t,~r)
dnk(t,~r), (I.15)

which defines the local temperature T (t,~r) and chemical potentials µk(t,~r).

Remark: Throughout, “local” actually means “at each place at a given instant”. A more accurate
denomination would be to refer to “local and instantaneous” thermodynamic variables, which is
however never done.

I.1.4 Affinities and fluxes in a continuous medium
We can now define the affinities and fluxes inside a continuous thermodynamic system. For

that purpose, we first introduce the local formulation of balance equations in such a system, which
relies on flux densities (§ I.1.4 a). Building on these, we consider the specific case of entropy balance
(§ I.1.4 b), and deduce from it the form of the affinities (§ I.1.4 c). Throughout this section, the
system is studied within its own rest frame, i.e. it is globally at rest.

::::::
I.1.4 a

:::::::::::::::::::
Balance equations

Consider a fixed geometrical volume V inside a continuous medium, delimited by an immaterial
surface @V . Let G(t) be the amount of a given extensive thermodynamic quantity within this



I.1 Description of irreversible thermodynamic processes 9

volume. For the sake of simplicity, we consider here only the case of a scalar quantity. The
corresponding density and amount per unit mass are respectively denoted by g(t,~r) and gm(t,~r).

Introducing the local mass density ⇢(t,~r), one has [see Eq. (I.10)]

G(t) =

Z

V
g(t,~r) d3~r =

Z

V
⇢(t,~r) gm(t,~r) d

3~r. (I.16)

At each point ~r of the surface @V , the amount of quantity G flowing through an infinitesimal
surface element d2S in the time interval [t, t+ dt] is given by

~JG(t,~r) ·~en(~r) d
2
S dt,

where~en(~r) denotes the unit normal vector to the surface, oriented towards the exterior of V, while
~JG(t,~r) is the current density or flux density (often referred to as flux ) of G.

The integral balance equation for G reads

dG(t)

dt
+

Z

@V

~JG(t,~r) ·~en(~r) d
2S =

Z

V
�G(t,~r) d

3~r. (I.17)

�G(t,~r) is a source density ,(6) which describes the rate at which the quantity G is created per unit
volume—in the case of a conserved quantity, the corresponding source density �G vanishes. In
words, Eq. (I.17) states that the net rate of change of G inside volume V and the flux of G exiting
through the surface @V per unit time add up to the amount of G created per unit time in the
volume.

In the first term of the balance equation, G(t) can be replaced by a volume integral using
Eq. (I.16), and the time derivation and volume integration can then be exchanged. In turn, the
second term on the right-hand side of Eq (I.17) can be transformed with the help of the divergence
theorem, leading to

Z

V

@g(t,~r)

@t
d3~r +

Z

V

~r · ~JG(t,~r) d
3~r =

Z

V
�G(t,~r) d

3~r.

Since the equality should hold for arbitrary volume V , one obtains the local balance equation

@g(t,~r)

@t
+ ~r · ~JG(t,~r) = �G(t,~r), (I.18a)

or equivalently
@

@t

⇥
⇢(t,~r)gm(t,~r)

⇤
+ ~r · ~JG(t,~r) = �G(t,~r). (I.18b)

When the source density vanishes, that is for conserved quantities G, these local balance equa-
tions reduce to so-called continuity equations .

::::::
I.1.4 b

::::::::::::::::::::
Entropy production

In the case of the entropy, which is not a conserved quantity, the general balance equation (I.17)
becomes

dS(t)

dt
= �

Z

@V

~JS(t,~r) ·~en(~r) d
2S +

Z

V
�S(t,~r) d

3~r ⌘
dSext.(t)

dt
+

dSint.(t)

dt
, (I.19)

with ~JS the entropy flux density and �S the entropy source density, which is necessarily non-
negative. The first term in the right member of the equation arises from the exchanges with the
exterior of the volume V under consideration. If V corresponds to the whole volume of an isolated
system, then this term vanishes, since by definition the system does not exchange anything with its
environment.
(6)... or “sink density”, in case the quantity G is destroyed.
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The second term on the right-hand side of the balance equation (I.19) corresponds to the creation
of entropy due to internal changes in the bulk of V , and can be non-vanishing even for isolated
systems. This contribution is called entropy production rate, or often more briefly entropy production
or even dissipation.

The corresponding local balance equation for entropy reads [cf. Eq. (I.18a)]

@s(t,~r)

@t
+ ~r · ~JS(t,~r) = �S(t,~r). (I.20)

This equation will now be exploited to define, in analogy with the case of a discrete system of
§ I.1.2, the affinities conjugate to the extensive thermodynamic variables.

::::::
I.1.4 c

:::::::::::::::::::::
Affinities and fluxes

The local equilibrium assumption, according to which the local entropy S(t,~r) has the same
functional dependence on the local thermodynamic variables X a(t,~r) as given by Gibbs’ fundamental
equation in equilibrium, leads on the one hand to Eq. (I.11), from which follows

@s(t,~r)

@t
=

X

a

0
Ya(t,~r)

@x a(t,~r)

@t
. (I.21)

On the other hand, the same hypothesis suggests for the entropy flux density ~JS the expression

~JS(t,~r) =
X

a

0
Ya(t,~r) ~Ja(t,~r), (I.22)

with ~Ja the flux density for the quantity X a. Taking the divergence of this identity yields

~r · ~JS(t,~r) =
X

a

0h~rYa(t,~r) · ~Ja(t,~r) + Ya(t,~r) ~r · ~Ja(t,~r)
i
.

Inserting this divergence together with the time derivative (I.21) in the local balance equation
for the entropy (I.20) gives the entropy production rate

�S(t,~r) =
X

a

0
⇢
~rYa(t,~r) · ~Ja(t,~r) + Ya(t,~r)


~r · ~Ja(t,~r) +

@x a(t,~r)

@t

��
,

i.e., after taking into account the continuity equations for the conserved thermodynamic quantities,

�S(t,~r) =
X

a

0~rYa(t,~r) · ~Ja(t,~r). (I.23)

Defining now affinities as
~Fa(t,~r) ⌘ ~rYa(t,~r) (I.24)

the entropy production rate (I.23) can be rewritten as

�S(t,~r) =
X

a

0 ~Fa(t,~r) · ~Ja(t,~r). (I.25)

The entropy production rate in a continuous medium thus has the same bilinear structure in the
affinities and fluxes as in a discrete thermodynamic system. This remains true when one considers
not only the exchange of scalar quantities (like energy or particle number), but also when exchanging
vector quantities (like momentum) or when allowing for chemical reactions.

One should however note several differences:

• �S is the rate of entropy production per unit volume, while dStot/dt is for the whole volume
of the system;



I.2 Linear irreversible thermodynamic processes 11

• the “fluxes” ~Ja are actually flux densities, in contrast to the discrete fluxes Ja, which are rates
of change;

• the affinities conjugate to scalar extensive quantities in a continuous medium are the gradients
of the intensive parameters, while in the discrete case they are differences.

Since the intensive variable conjugate to a vectorial extensive parameter is itself a vector, as
exemplified by Eq. (I.3) for momentum, one easily finds that the corresponding affinity is a
tensor of order 2. In that case, the flux density is also a tensor of order 2.

Eventually, chemical reactions in a continuous medium can be accounted for by splitting
it in thought in a discrete set of continuous media, corresponding to the various chemical
components. The affinities and fluxes describing the exchanges between these discrete systems
then follows the discussion in § I.1.2.

The transport of scalar quantities like internal energy or particle number is thus a vectorial
process (the ~Ja are vectors), while the transport of momentum is a tensorial process (of
order 2), and chemical reactions are scalar processes.

As an example of the considerations in this paragraph, consider a chemically inert simple con-
tinuous medium in local mechanical equilibrium—i.e. ~v(~r) = ~0 everywhere. The entropy production
rate (I.23) reads (for the sake of brevity the dependence on time and position is omitted)

�S = ~r

✓
1

T

◆
· ~JE �

X

k

~r

✓
µk

T

◆
· ~JNk

, (I.26)

with ~JE the flux density of internal energy and ~JNk
the particle flux density for species k. This

entropy production rate can be rewritten using the entropy flux density, which according to for-
mula (I.22) is given by

~JS =
1

T
~JE �

X

k

µk

T
~JNk

, (I.27a)

so that
�S = �

1

T
~JS · ~rT �

X

k

1

T
~JNk

· ~rµk. (I.27b)

According to this expression, the affinities conjugate to the flux densities ~JS and ~JNk
—which are

the “natural” fluxes in the energy representation, where the variables are S and the {Nk}, rather
than U and the {Nk} in the entropy representation—are respectively �(1/T )~rT and �(1/T )~rµk.

I.2 Linear irreversible thermodynamic processes
The affinities and fluxes introduced in the previous section to describe out-of-equilibrium thermo-
dynamic systems remain useless as long as they are not supplemented with relations that specify
how the fluxes are related to the other thermodynamic parameters. In the framework of thermody-
namics, these are empirical laws, involving coefficients, characteristic of each system, which have to
be taken from experimental measurements.

In § I.2.1, we introduce a few physical assumptions that lead to simplifications of the functional
form of these relations. The various coefficients entering the laws cannot be totally arbitrary, but
are restricted by symmetry considerations as well as by relations, due to Lars Onsager,(d) which
within a macroscopic approach can be considered as an additional fundamental principle (§ I.2.2).
Several long known empirical laws describing the transport of various quantities are presented and
recast within the general framework of irreversible thermodynamics (§ I.2.3 and I.2.4).
(d)L. Onsager, 1903–1976

Nicolas Borghini


	Contents
	Introduction
	I Thermodynamics of irreversible processes
	Description of irreversible thermodynamic processes
	Reminder: Postulates of equilibrium thermodynamics
	Irreversible processes in discrete thermodynamic systems
	Local thermodynamic equilibrium of continuous systems
	Affinities and fluxes in a continuous medium

	Linear irreversible thermodynamic processes
	Linear processes in Markovian thermodynamic systems
	Curie principle and Onsager relations
	First examples of linear transport phenomena
	Linear transport phenomena in simple fluids

	Bibliography for Chapter I

	Appendix to Chapter I
	Relativistic 

	II Distributions of statistical mechanics
	From the microscopic scale to the macroscopic world
	Orders of magnitude and characteristic scales
	Necessity of a probabilistic description

	Probabilistic description of classical many-body systems
	Description of classical systems and their evolution
	Phase-space density
	Time evolution of the phase-space density
	Time evolution of macroscopic observables
	Fluctuating number of particles

	Probabilistic description of quantum mechanical systems
	Randomness in quantum mechanical systems
	Time evolution of the density operator
	Time evolution of observables and of their expectation values
	Time evolution of perturbed systems

	Statistiscal entropy
	Statistical entropy in information theory
	Statistical entropy of a quantum-mechanical system
	Statistical entropy of a classical system

	Bibliography for Chapter II

	Appendices
	A Some useful formulae
	B Elements on random variables
	Definition
	Averages and moments
	Some usual probability distributions
	Discrete uniform distribution
	Binomial distribution
	Poisson distribution
	Continuous uniform distribution
	Gaussian distribution
	Exponential distribution
	Cauchy–Lorentz distribution

	Multidimensional random variables
	Definitions
	Statistical independence
	Addition of random variables
	Multidimensional Gaussian distribution

	Central limit theorem

	Bibliography


