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1 Introduction

Most physiological processes in the cell are controlled by proteins. However, not all reactions are carried out at the same time, throughout the whole life of a cell or of an organism. Thus gene expression has to be regulated strictly. Several mechanisms of regulation can be observed: transcriptional-, post-transcriptional- and post-translational regulation. Transcriptional regulation is mostly achieved by promoter binding of proteins, whereas post-transcriptional regulation requires binding of proteins to the mRNA. Post-translational regulation needs the modification of already expressed proteins.

Although these processes take place on the single molecule level these interactions between biomolecules are usually studied on huge ensembles. One of these commonly used methods to analyse the interaction of nucleic acids and proteins is the electrophoretic mobility shift assay (EMSA). Therefore the two binding partners are incubated in an appropriate buffer system and the reaction products are subsequently separated on polyacrylamide or agarose gels. Under application of an external electrical field the separation depends on size, charge and shape. Due to its larger size, a complex of protein and RNA (resp. DNA) will run slower than the free, unbound components: a so called band-shift happens. By labelling the RNA (resp. DNA) (or protein) with a radioactive or fluorescent label the covered distance of the molecules can be visualized.

The specificity of binding can also be obtained by competition experiments. For this increasing amounts of free (unlabeled) homologous or heterologous binding partners (e.g. unlabeled RNA) are added to the binding reactions. If increasing amounts of the homologous, but not of the heterologous, competitors can displace the labelled RNA (resp. DNA) complex it can be considered as specific.

This method provides information about the equilibrium constant (the ratio of forward and reverse reactions in thermal equilibrium) of the RNA-protein interactions investigated although the knowledge about the molecular mechanisms of RNA-protein binding is pretty poor.

This is the point where another tool can demonstrate its advantages, the atomic force microscope (AFM). While all mentioned methods analyse the binding processes in an ensemble, this instrument is so sensitive that it can observe the (un-)binding characteristics of biomolecules at the single molecule level, a method called single molecule force spectroscopy (SMFS). One binding partner is attached via a long polymer linker to a sharp tip of a force sensor (cantilever) while the other binding partner is immobilized, also via a linker, on the sample surface. The sample is then moved up and down by a piezo element and if two respective binding partners find each other during the contact time of the cantilever on the sample (dwell time), the cantilever will be bent during the retraction. Usually the unbinding process (as well as the binding) is driven by thermal fluctuations driving the system across the activational barrier of the binding potential. This remains, in principal, untouched under an externally applied force but this force has a severe influence on the stability of the bond. It is thought that the activational barrier deforms under a pulling force and thus makes it easier to override the energy barrier. The common standard theory describing these processes suffers of several inconsistencies. These problems will not only be discussed in the theoretical part of this work, furthermore a promising theoretical approach accounting these inconsistencies will be described. Although the advantages of these theoretical improvements were known, there was still no applicable method to analyse the experimental data according to this theory.
One major part of this work is the development of new methods and tools for the analysis of the data gathered in the experimental part that will not only meet the demands of this new theory but also has many advantages for the whole data analysis. These will be demonstrated at a protein-DNA interaction belonging to the category of the transcriptional gene regulation. Beside the automation of the data analysis this novel software enables the qualitative as well as the quantitative separation of different binding modes of the investigated protein-RNA interactions, appertaining to the post-transcriptional regulation, that could not even be noticed before.
2 The investigated biological Systems

In the experimental part of this thesis two different biological systems responsible for gene regulation were investigated. The first one, quorum sensing in bacteria *Sinorhizobium meliloti*, is part of the transcriptional control and is thus a protein-DNA interaction. The second biological system of interest is a negative feedback loop in the circadian clock of the plant *Arabidopsis thaliana* based on post-transcriptional regulation and thus a protein-RNA interaction.

2.1 Quorum Sensing in *Sinorhizobium meliloti*

The regulation of gene expression is a control mechanism allowing a cell to respond on chemical signals or environmental changes by adapting the expression of genes. The first (and most important) step in gene regulation occurs at the transcriptional level: Transcription can be increased by positive regulation (activation) or decreased by negative regulation (repression).

One particular form of gene regulation in bacteria is quorum sensing (QS), i.e. a population density–dependent transcription controlled by low molecular-weight compounds called autoinducers. QS is known to regulate many different physiological processes, including the production of secondary metabolites, conjugal plasmid transfer, swimming, swarming, biofilm maturation, and virulence in human, plant, and animal pathogens (1, 2). Many QS systems involve *N*-acyl homoserine lactones (AHLs) as signal molecules (3). These AHLs vary in length, degree of substitution and saturation of the acyl chain (Fig. 2.5).

![Figure 2.5: Acyl homoserine lactones (AHLs)](image_url)

Of the synthesized AHLs, those with modifications in the acyl side chain are shown: (a) \(N\)-[\(\text{9Z}\)-hexadec-9-enoyl]-L-homoserine lactone (C\(_{16:1}\)-HL) and (b) \(N\)-(3-Oxotetradecanoyl)-L-homoserine lactone (oxo-C\(_{14}\)-HL).

Bacterial cell walls are permeable to AHLs, either by unassisted diffusion across the cell membrane (for shorter acyl chain length) or active transport (possibly for longer acyl chain length). With an increasing number of cells AHLs accumulate both, intracellularly and extracellularly. Once a threshold concentration is reached, they act as co-inducers, usually by activating LuxR-type transcriptional regulators. *Sinorhizobium meliloti* is a common Gram-negative soil and rhizosphere bacterium serving as a biological model system in the study of nitrogen fixation. It has the ability to induce the formation of nodules on the roots of
Medicago, Melilotus and Trigonella sp. where differentiated bacteria called bacteroids fix atmospheric nitrogen to ammonia in symbiotic association with certain genera of these leguminous plants. In *S. meliloti* Rm1021, a QS system consisting of the AHL synthase SinI and the LuxR-type AHL receptors SinR and ExpR was identified (4). SinI is responsible for production of several long-chain AHLs (C₁₂-HL to C₁₈-HL) (5). The presence of a second QS system, the Mel system, controlling the synthesis of short-chain AHLs (C₆-HL to C₈-HL) was suggested (5). In addition to SinR, five other putative AHL receptors, including ExpR, were identified (6). As originally described for the model QS LuxI/LuxR system of *Photobacterium fischeri*, it is assumed that the LuxR-type regulators are activated by binding of specific AHLs (7). Once activated, the expression of target genes is regulated by binding upstream of the promoter regions of these genes (8). The first target genes identified for the *S. meliloti* Sin system were the *exp* genes mediating biosynthesis of the exopolysaccharide galactoglucan. The expression of the *exp* genes not only relies on a sufficient concentration of Sin system-specific AHLs but also requires the presence of the LuxR-type AHL receptor ExpR (6, 9). Data of transcriptomics and proteomics approaches suggested that the majority of target genes of the Sin system is controlled by ExpR (10, 11). The *S. meliloti* 1021 wild type strain carries an inactive *expR* gene due to disruption of its coding region by insertion element IS₉Rm2011-1 (6). However, the spontaneous dominant mutation *expR*₁₀₁ resulting from precise reading frame-restoring excision of the insertion element from the coding region unraveled the role of *expR* in regulation of galactoglucan biosynthesis (6). ExpR is highly homologous to the *Vibrio fischeri* LuxR. Activated LuxR type regulators usually bind to a consensus sequence known as the lux box, typically located upstream of the promoters of its target genes (8). However, the DNA binding site of ExpR has not yet been identified.

### 2.2 RNA-Protein Interactions

Binding of proteins to RNA molecules is a common process in cells. For the assembly of these so called ribonucleoprotein particles (RNP) the direct binding of an RNA-binding protein to RNA is required. This binding is achieved by specialized RNA-binding domains. The most common and best-studied example is the RNA recognition motif (RRM), which can be found in different classes of RNA-binding proteins. Extensively studied representatives of this class are for example the spliceosomal protein U1A, the heterogeneous nuclear ribonucleoprotein A1 or the *Drosophila* sex determination switch factor Sex-lethal. In a second step other proteins can be incorporated into the complex by means of protein-protein interaction (12). The complex formation of RNA and proteins serves different purposes of post-transcriptional gene regulation: stabilization, protection, package, transport, processing or degradation. RNA-protein interactions are required for a wide range of regulatory processes in the cell and thus essential for survival. One of these processes includes the regulation of the circadian rhythm in the *Arabidopsis thaliana* plant.

### 2.1.1 Introduction Circadian Clocks

Every living creature on earth is exposed to periodical changes of the environmental conditions mainly caused by the rotation of the earth about its own axis (day-night rhythms) and around the sun (seasons) (Fig. 2.1). Periodical changes with a 24 hours period length are called circadian rhythms (latin: circa – around, dies – day). In 1729 the French astronomer
Jean Jacques d'Ortous de Mairan discovered that the opening and closing of the leaves of the *Mimosa* plant could not only be explained by periodically changes of light intensity because the opening and closing of the leaves in a 24 hours rhythm was also observed in darkness suggesting an intrinsic rhythm operating this process (13).

About three centuries later it is now possible to research these intrinsic rhythms at the molecular level.

The following section will give a short summary of how circadian clocks in plants work in general. Then the scientific-historic path leading to this general model will be described for the *Arabidopsis thaliana* model system, together with current scientific results.

### 2.1.2 Basic Model of Circadian Clocks in Plants

Underlying the periodical changes in plant metabolism is a complex mechanism of gene regulation building up a molecular oscillator. In principle the oscillator consists of clock proteins whose abundances change within a day. These clock proteins feed back on each other by means of positive or negative transcriptional control. The timed transcription and translation of the clock genes leads to robust self sustained rhythms of protein abundance. These rhythms are adjusted to the environmental conditions like light and temperature via so-called input pathways. In these pathways, e.g. photoreceptors mediate the information from outside the plant to the central oscillator and “entrain” the clock. The clock genes of the central oscillator directly control output genes or genes of secondary oscillators, so called “slave” oscillators, by promoter binding. These slave oscillators themselves show a negative autoregulatory feedback loop. Secondary oscillators are needed for an expansion of the clock signal on the way to the output genes (14).

### 2.1.3 Discovering the Circadian Clock of the *Arabidopsis thaliana* Plant

The *Arabidopsis thaliana* plant is an important model systems in plant sciences because of its beneficial qualities for experiments (e.g. fast growth, easy handling). With about 125 mega base pairs and five chromosomes it has a relatively small genome for plants, so it is not astonishing that it was the first plant genome sequenced (15, 16).
While the presence of inner clocks in plants was known for quite a long time (as mentioned above) by observing the macroscopic changes, in 1985 the first molecular evidence for circadian rhythm was found in the form of time dependent gene activity (17). The level of mRNA for the light harvesting chlorophyll (LHC) a/b binding protein (and also other mRNAs) has been analyzed under light-dark and constant light conditions. While the mRNA can hardly be detected during night time, the concentration rises about 2 hours before sunrise, having a maximum about noon. It was found that this rhythm also persists under constant light conditions.

The gene of a protein called luciferase, occurring in fireflies, implanted into the Arabidopsis thaliana genome, made the plants luminescent especially during morning time. In search of mutants disturbing the natural clock, seeds of these transgenic plants were exposed to chemicals causing genetic mutations. One mutant plant showed the desired character of having a shortened period which could be easily observed in a change of the bioluminescence and also leaf movement period. This mutant has been named “timing of CAB expression” (toc1-mutant) (18).

In another experiment, the late elongated hypocotyls (LHY) transcript, encoding a transcription factor, could be identified to be a player in the circadian clock. Arabidopsis plants growing up in a long-day environment (16 hours of light per day) start flowering earlier than those growing up in shortened day conditions (8 hours light). lhy mutants, however, ignore the difference of light time per day by starting flowering in both cases at the same time (in both cases plants showed the short day phenotype) (19).

Overexpression LHY results in a damping of the LHY transcript and leaf movement oscillation (19). By searching for proteins binding to the LHC-promoter sequence, another circadian regulated transcription factor was found: Both the “circadian clock associated” (CCA1) mRNA and protein show a circadian oscillation and CCA1 overexpression causes a damping of the CCA1-mRNA oscillation (20).

From these experimental assessments the following pathway for the central oscillator of the Arabidopsis thaliana clock could be identified. The nuclear protein TOC1 activates the expression of LHY and CCA1 while LHY and CCA1 in turn repress TOC1 transcription, compare Fig. 2.3.

While the central clock became more and more understood, a circadian regulated glycine-rich RNA-binding protein (GRP) was discovered in Sinapis alba. Homology analysis in Arabidopsis thaliana revealed at least two corresponding genes: AtGRP7 and AtGRP8 (21, 22).

The protein AtGRP7 shows a circadian oscillation with a maximum of transcript in the evening times (where LHY and CCA1 concentrations are low) (Fig. 2.2) (23).

![Figure 2.2: The oscillation of AtGRP7 transcript remains even under conditions of constant light (taken of (23))](image-url)
The oscillation of the RNA and its protein were found to be interdependent. When the protein concentration increases, the transcript concentration decreases suggesting a negative feedback loop of the protein and its own transcript (Fig. 2.2 and 2.4). This supposition could be confirmed by transgenic plants having a constitutive high AtGRP7 expression (23). In these plants the amount of endogenous transcript dampens to nearly undetectable levels, confirming the assumption that AtGRP7 regulates the abundance of its own transcript. Additionally the transcript shows a different size, due to alternative splicing upon AtGRP7 overexpression. This ~150bp longer transcript has a reduced half life responsible for its low steady state abundance and a pre-mature stop codon resulting in the production of no or unfunctional protein (Fig. 2.3).

Thus the mechanism causing the oscillation of AtGRP7 seems to rely on the ability of this protein to bind to its own transcript at high protein levels. This binding at the pre-mRNA leads to the attachment of further factors (e.g. spliceosomes) changing the mRNA maturation. In case of low protein concentrations, the pre mRNA is processed correctly and functional protein is made. Increasing AtGRP7 levels, however, lead to the binding of AtGRP7 to its own transcript, resulting in the production of the alternatively spliced mRNA form and thus to the loss of functional protein.
Binding sites for AtGRP7 have been identified in intron and 3'UTR by means of radioactive EMSA with recombinant GST-fusion protein. Mutation of the binding sequence has been shown to abolish binding nearly completely. Despite its autoregulatory function, AtGRP7 was also shown to regulate the expression of the related protein AtGRP8 via the same mechanism (24).
3 Force Spectroscopy

The single molecule technique used in this work is force spectroscopy (FS) based on the atomic force microscope (AFM). In this chapter first a brief introduction to the AFM will be given, followed by the theoretical basics needed for this thesis. In consideration of the fact that during this work the AFM was mainly used as a very sensitive force sensor measuring unbinding forces of single biomolecules, the main part is focused on the theoretical topics concerning these problems. A typical force distance curve will be discussed, followed by the method applied to acquire the force information from the deflection signal of the cantilever. While these annotations can be conceived as standard in up to date atomic force microscopy, the last section, dealing with the theory of single molecule force spectroscopy, introduces a new promising theoretical approach yielding much better results, especially in combination with the new methods of analysis as applied to the data in chapter 6.

3.1 AFM based Single Molecule Force Spectroscopy

3.1.1 Scanning Probe Microscopy

The scanning tunneling microscope (STM) was invented in 1981 by Binnig and Rohrer (25, 26). The STM makes use of the quantum mechanical tunnelling effect of electrons. An atomically sharp tip is moved over the surface of the sample while the tunnelling current is detected. The main reason why the STM is not suitable for biological probes (with some exceptions) is that most biological materials are insulators.

In 1986 Binnig, Quate and Gerber invented the atomic force microscope (AFM) which does not need an electric conductor as sample (Fig. 3.1) (27). The tip of the AFM is mounted on a cantilever which behaves like a flat spring according to Hooke’s law. The deflection of the cantilever is measured by a laser spotted on the top of the cantilever which reflects the laser beam onto an array of four photodiodes. In this way, both vertical and lateral deflection of the cantilever can be detected.

The AFM is mainly used to scan surfaces line by line. Two main imaging modes can be distinguished. The simplest mode is the contact mode where the tip is pressed on the surface with a constant force. This method can hardly be applied on fragile biomolecules like DNA because of a layer of condensed water that is always on a sample and pulls the tip on the surface (capillary forces). The tip would move these soft and not strongly attached biomolecules across the surface. Immersing both, tip and sample, in water reduces these capillary forces drastically.

Another way to avoid this problem is to use mainly attractive forces that the tip experiences near by the surface. At a certain distance the tip experiences an attractive force while upon further approach to the surface the attractive force decreases, until at a certain distance the force becomes repulsive and the tip is retracted. This particular character of the acting forces is used in the so called dynamic modes, where the cantilever is oscillated close to its resonance frequency by a piezo, and the distance between tip and surface is controlled by the frequency or amplitude change of the cantilever that occurs when approaching the surface.
The dynamic mode commonly used to scan biological samples is the tapping mode where the tip oscillates (“taps”) for only a few microseconds in the vicinity of the surface which even does not affect biomolecules. It not only yields the topography of the probe, but provides additional information about the phase shifts (of the cantilever oscillation) caused by different materials.

![Figure 3.1: Schematic buildup of an atomic force microscope](image)

### 3.1.2 Force Distance Measurements

In this work the main use of the AFM was to measure forces between receptor-ligand systems. This method, termed AFM force spectroscopy, will now be explained in detail.

A typical (adhesion) force distance curve can be divided into 7 steps (Fig. 3.2).

![Figure 3.2: Force-distance curve (schematic representation)](image)
In the beginning (A), the cantilever is far away from the surface, approaching the sample with a constant speed. Upon further approach to the sample the cantilever will be deflected towards the surface due to attractive forces (e.g. van der Waals forces, electrostatic forces resulting from unlike net charges) (B). The force at (B) is not always attractive, it can also be repulsive due to electrostatic forces resulting from like net charges or other effects. However, the systems analysed in this work generally exhibited weak attractive forces. (C) is the point where the tip “snaps” into contact with the surface. Pushing the sensor further into the sample results in the proportional relationship between deflection and z-piezo movement as predicted by Hooke’s Law (D). The slope of this straight line is called “sensor response” and will be necessary to convert the voltage signal from the photodiodes into force information (see below). The point of return where the piezo stops approaching and the movement is reversed can be set at a default force value (if the spring constant of the cantilever is given), ensuring in this way that the tip always stays in contact for a well defined time (E). In some experiments presented later in this work the resuming time of the tip at the surface (dwell time) was varied. The retraction in the first part resembles the approach, but at (F) the cantilever experiences an attractive force (adhesion) causing the tip to remain in contact with the sample until the elastic restoring force exceeds the attractive force (G). During further retraction the cantilever oscillates freely.

If this cycle is repeated very often at different retract velocities, it is called dynamic force spectroscopy (DFS). The features of force distance curves in a typical single molecule force spectroscopy (SMFS) experiment will be addressed later.

During the last two decades, DFS has developed into a highly sensitive tool for the investigation of the interaction of single biomolecules (28, 29), from complementary DNA strands (30) to ligand-receptor pairs (31-36) and cell adhesion molecules (37). Only most recently, protein-DNA interaction has come under survey by DFS (38-42). In particular, DFS data has proven to complement the information gained from conventional molecular biology experiments in a detailed study of DNA binding of the regulator ExpG activating transcription of the exp genes (41).

3.1.3 Calibration of the Sensors

As mentioned before, the voltage information from the detector needs to be converted into a force information. For this purpose the spring constant (the intrinsic stiffness) of the cantilever must be evaluated. There are several techniques to do so: The spring constant can be computed from the geometric and material properties (length, thickness, density, elastic modulus) of the cantilever (43); it can be determined by coupling the cantilever with an additional load (44) or another spring (45). An alternative (used in this work) is to derive the spring constant from the analysis of its thermal noise spectrum (46-48). The Hamiltonian for the system, assuming only oscillations with small amplitude, is given by

\[ H = \frac{p^2}{2m_{\text{eff}}} + \frac{1}{2} m_{\text{eff}} \omega_0^2 q^2 \]  

(3.1)

where \( m_{\text{eff}} \) designates the effective mass, \( q \) the displacement, \( p \) the linear momentum, and \( \omega_0 \) the resonance frequency of the cantilever. The relation between thermal energy \( k_BT \) and the mean square displacement \( \langle q^2 \rangle \) is established by the equipartition theorem:
\[ \frac{1}{2} m_{\text{eff}} \omega_0^2 \langle q^2 \rangle = \frac{1}{2} k_B T \]  

(3.2)

Using \( \omega_0^2 = k / m_{\text{eff}} \), one obtains for the spring constant:

\[ k = \frac{k_B T}{\langle v^2 \rangle} \]  

(3.3)

The Langevin equation for the motion of an externally driven harmonic oscillator in the presence of friction is

\[ \frac{d^2 q}{dt^2} + 2 \lambda \frac{dq}{dt} + \nu^2 q = \frac{F}{m_{\text{eff}}} e^{i \nu t} \]  

(3.4)

where \( \nu \) is frequency, \( \nu_r \) the resonance frequency, \( \lambda \) the damping constant, and \( F \) the external driving force. The solution for stationary oscillation in thermal equilibrium with the surroundings in the case of small damping \( (2 \lambda \ll \nu_r) \) and for \( \nu \approx \nu_r \) is approximately given by a Lorentzian profile:

\[ q(t) = \frac{F}{2 m_{\text{eff}} \nu_r \sqrt{(\nu_r - \nu)^2 + \lambda^2}} \cos(\nu t + \delta) \]  

(3.5)

Measurements of the time-dependent square displacement, i.e. the Fourier transform of \( q^2(t) \), yields another Lorentzian for \( \tilde{q}^2(\nu) \), which can be obtained by a fit to the experimental data of the kind

\[ \tilde{q}^2(\nu) = q_0^2 + \frac{A}{(\nu_r - \nu)^2 + B} \]  

(3.6)

where \( q_0 \), A and B are fitting constants. The mean square displacement of the cantilever can now be obtained from the integral

\[ \langle q^2 \rangle = \int_0^\infty (\tilde{q}^2(\nu) - q_0^2) d\nu \]  

(3.7)

and the spring constant from (3.3).

### 3.2 Forces and kinetics in SMFS

The experimental data provided by intermolecular SMFS are dissociation forces and molecular elasticities of the whole molecular system, including linker and cantilever. The main question is how these experimental data could lead to quantitative information like off rates or dissociation lengths. Unfortunately the first and very simple assumption that the rupture forces are a direct measure of bond strength was disproven by the experimental data yielding a statistical distribution of rupture forces. It was also found that the distribution of the rupture forces varies with the retract velocity. Since these conclusions, the theoretical interpretation of the rupture forces is a nontrivial task.

The first breakthrough in SMFS was the paper by Evans and Ritchie (49) based on a model by Bell (50) giving rise to quantitative information about the analyzed systems. They formulated that the dissociation under an externally applied force corresponds to the thermally activated decay of a metastable state, which can be described within the framework of classical reaction rate theory.
Before showing how the externally applied force on a molecular bond can be explained by means of classical reaction rate theory, a brief summary of chemical ensemble reaction rate theory will be given.

### 3.2.1 Kinetics and Thermodynamics

Alternative überschrift (einfach von oben übernehmen): ensemble reaction rate theory

The interaction between a ligand \(L\) and its corresponding receptor \(R\) can be described by:

\[
[L] + [R] \xrightleftharpoons{\frac{k_{on}}{k_{off}}} [L \cdot R]
\]  

(3.8)

The brackets \([\cdot]\) stand for the respective concentrations of the free ligand \(L\) (e.g. the RNA), the free receptor \(R\) (e.g. the binding protein) and the complex between both \(L \cdot R\). While the on-rate (measured in \(\text{L M}^{-1} \text{s}^{-1}\)) describes the kinetic rate of the forward reaction, the off-rate (measured in \(\text{s}^{-1}\)) describes the backward reaction. The mean life time of a bond is given by the inverse of the off-rate \(\tau = (k_{off})^{-1}\).

Under conditions of constant temperature \(T\) and constant pressure the free reaction enthalpy is defined by the difference of Gibbs free enthalpy of the end and initial state:

\[
\Delta G = \Delta H - T \Delta S = G_2 - G_1,
\]

(3.9)

with \(\Delta H\) the reaction enthalpy and \(\Delta S\) the entropy change of the system.

The dissociation constant \(K_D\) is defined by the ratio of reactants to products:

\[
\frac{[L][R]}{[L \cdot R]} = \frac{k_{off}^0}{k_{on}^0} = K_D.
\]

(3.10)

By introducing the free standard enthalpy \(\Delta G^0\) (under conditions of constant temperature and pressure) the reaction enthalpy can be written as:

\[
\Delta G = \Delta G^0 - RT \ln K_D,
\]

(3.11)

where \(R = N_A k_B = 8.314 \text{ JK}^{-1} \text{mol}^{-1}\) is the molecular gas constant.

In thermal equilibrium the reaction enthalpy \(\Delta G\) equals zero and thus, the well-known relationship of the standard free enthalpy for the dissociation process and the dissociation constant results:

\[
\Delta G^0 = RT \ln K_D
\]

(3.12)
Figure 3.3: Schematic illustration of the energy barriers
(a) Only thermally driven dissociation of a complex from a metastable bound state via a potential barrier of height $\Delta G^{*}$ to the unbound state. (b) Externally applied force $f$ lowers the height of the potential barrier.

The dissociation of the complex can be seen as overriding the potential barrier by thermal fluctuations, the nomenclature can be obtained from Fig. 3.3. The quantitative correlation of the height of the potential barrier $\Delta G^{*}$ and the velocity of dissociation, and hence the off-rate, was discovered by Arrhenius:

$$k_{\text{off}}^o = C e^{-\beta \Delta G^{*}}.$$  

(3.13)

where $\beta = 1/k_B T$, with $k_B$ the Boltzmann constant and $T$ the temperature.

Although the exponential relationship of (3.13) was discovered by Arrhenius in the late 19th century, it took more than 50 years until Kramers could derive the first expression for the proportional constant $C$ from statistical mechanics. Friction force and the shape of the energy landscape are the main variables which determine the proportional constant (51).

3.2.2 Dissociation under externally applied forces – The standard theory

The dissociation of the complex driven by the application of a constant external force can also be described within the framework of classical reaction rate theory. Figure 3.3 (b) shows a model how the externally applied force lowers the potential barrier, where the reaction length (dissociation length) $x_p = x_B - x_A$, (Bell-model), is the difference between the maximum of the potential barrier and the minimum of the meta stable state along the reaction coordinate (49, 52). Although the pre-exponential factor varies under external force, it is kept constant in the model because the equation is dominated by the exponential term. In the Bell-model the reaction length (dissociation length) $x_p$ is also kept constant (52). There are several subsequent works assuming a variation of $x_p$ under external force or other assumptions but none of them is able to solve the problems that will be discussed in section 3.2.3 (53-59).

The applied force $f$ (projected onto the direction of the reaction coordinate) influences the activational barrier therefore:

$$\Delta G^{*}(f) = \Delta G^{*} - fx_p.$$  

(3.14)
Inserting (3.14) into (3.13) and neglecting the force dependence of the pre-exponential factor yields an expression for the off-rate as a function of externally applied force, known as Bell-rate:

\[ k_{\text{off}}(f) = k_{\text{off}}^0 e^{\beta f/s_p} \]  

(3.15)

The acting force on the bond molecules is not constant but the changes are very slow in comparison to molecular relaxation processes so that the reaction kinetics can be approximated by:

\[ \frac{dp(t)}{dt} = -k_{\text{off}}(f(t))p(t) \]  

(3.16)

where \( p(t) \) denotes the survival probability of the bond.

Another common assumption developed by Evans and Ritchie is that the force \( f(t) \) depends solely on the total extension \( s=vt \) of all elastic components (molecules, linker, cantilever etc.):

\[ F(s) = F(v \cdot t) = f(t) \]  

(3.17)

where \( F(s) \) is independent of the retract velocity.

In particular it is assumed that if the retract velocity \( v \) is kept constant, the force acting on the complex varies temporally according to:

\[ f(t) = \kappa_{\text{eff}} v \cdot t = r \cdot t, \]  

(3.18)

where \( \kappa_{\text{eff}} \) denotes the effective spring constant for the system which is derived from the spring constant \( k \) of the cantilever and the elasticity of the polymer linker attached to the tip. \( r \) is called loading-rate.

With (3.16) the formal solution of the survival probability of the bond under an externally applied force \( f \) for any \( k_{\text{off}}(f) \) and \( F(s) \) is given by:

\[
\begin{align*}
p_{\text{v}}(f) &= \exp \left\{ -\frac{1}{v} \int_{f_{\text{min}}}^f df' \frac{k_{\text{off}}(f')}{F'(f')}(f' - f) \right\} \\
&= \exp \left\{ -\frac{k_{\text{off}}}{\kappa_{\text{eff}}} \left( e^{\frac{x_{\beta} f}{k_B T}} - e^{\frac{x_{\beta} f_{\text{min}}}{k_B T}} \right) \right\} \\
&= \exp \left\{ -\frac{k_{\text{off}}}{\kappa_{\text{eff}}} \left( e^{\frac{x_{\beta} r}{k_B T}} - e^{\frac{x_{\beta} r}{k_B T}} \right) \right\} \\
&= \exp \left\{ -\frac{k_{\text{off}}}{\kappa_{\text{eff}}} \left( e^{\frac{x_{\beta} r}{k_B T}} - e^{\frac{x_{\beta} r}{k_B T}} \right) \right\} \\
\end{align*}
\]

(3.19)

Using the two assumptions \( x_\beta = \text{constant} \) and \( f(t) = r \cdot t \), it is possible to integrate the survival probability for the bonds (3.19):

\[
\begin{align*}
p_{\text{v}}(f) &= \exp \left\{ -\frac{k_{\text{off}}}{\kappa_{\text{eff}}} \left( e^{\frac{x_{\beta} f}{k_B T}} - e^{\frac{x_{\beta} f_{\text{min}}}{k_B T}} \right) \right\} \\
&= \exp \left\{ -\frac{k_{\text{off}}}{\kappa_{\text{eff}}} \left( e^{\frac{x_{\beta} r}{k_B T}} - e^{\frac{x_{\beta} r}{k_B T}} \right) \right\} \\
&= \exp \left\{ -\frac{k_{\text{off}}}{\kappa_{\text{eff}}} \left( e^{\frac{x_{\beta} r}{k_B T}} - e^{\frac{x_{\beta} r}{k_B T}} \right) \right\} \\
\end{align*}
\]

(3.20)

Using the Bell-rate (3.15), the most probable rupture force \( \hat{F} \) at a given loading rate \( r \) can be derived from the maximum of the distribution \( -dp_{\text{v}}(f)/df \):

\[
\hat{F} = \frac{k_B T}{x_\beta} \ln \left( \frac{x_\beta r}{k_{\text{off}}k_B T} \right)
\]

(3.21)
This relation is the basis for standard dynamic force spectroscopy according to Evans and Ritchie. By varying the pulling velocity over several magnitudes, force distributions for each loading rate can be obtained and then be analyzed by plotting the most probable rupture forces semilogarithmically against their respective loading rates. According to (3.21) \( x_\beta \) can be estimated from the slope of a linear fit to the data and finally, by extrapolating the regression line to zero force (\( \hat{F} = 0 \)), a value for the off-rate can be gathered.

Up to this point it has always been assumed that there exists only one single, well defined energy barrier along the dissociation path, although the existence of additional intermediate energy barriers cannot be neglected. The simplest case of such a intermediate barrier is shown in Fig. 3.4.

![Figure 3.4: Illustration of an intermediate energy barrier](image)

This intermediate energy barrier leads obviously to different off-rates and has been quite often discussed \(^{57}\). In \(^{60}\) it was exemplified that this extension cannot be the reason for the discovered problems of the standard theory (see below), although it is quite an interesting option for the explanation of some other phenomena.

### 3.2.3 Inconsistencies of the standard theory

Since the time-force interrelationship of the rupture curves (i.e. \( F(s) \)) is of importance for the survival probability of the bonds, it is necessary to fit these curves properly. According to the standard theory which assumes a linear force extension (3.17) the common way was to fit a straight line at the point of rupture a few nanometers into the loading. While this fit shows good results for many systems in the higher force area (starting at about 60pN), it is improper in the low force range.

In chapter 5.1.1 it will be shown that the force distance characteristic with \( F(s) = F(vt) \) are in good agreement with a second grade polynomial:

\[
F(s) = a_0 + a_1 s + a_2 s^2
\]

leaving the independence of the pulling velocity untouched. Although this modification has some effects on the used derivation (especially the integral of (3.19) cannot be solved analytically anymore (at least no solution is known)) this is not the main reason for the problems that will be discussed now.
In 2003 a severe discrepancy between the experimental data and the standard theory was discovered (61).

Starting from the survival probability of the bonds \( p_v(f) \) at pulling velocity \( v \) (3.19), a function \( g(f) \) can be defined as:

\[
-\nu \ln p_v(f) = g(f)
\]  
(3.23)

Under the assumptions (3.16) and (3.17) this \( g(f) \) should be of the form:

\[
g(f) = \int_{f_{min}}^f df' \frac{k(f')}{F'(F^{-1}(f'))}
\]  
(3.24)

and thus independent of the pulling velocity.

This correlation cannot only be calculated, but also estimated from the experimental data. With a given data set consisting of \( N_v \) rupture forces \( f_n \) (\( n=1, \ldots, N_v; f_n > f_{min} \) for all \( n \)) measured at given retract velocity \( v \) the true probability of bond survival \( p_v(f) \) can be estimated to

\[
\hat{p}_v(f) = \frac{1}{N_v} \sum_{n=1}^{N_v} \Theta(f_n - f)
\]  
(3.25)

where \( \Theta(x) = \int_{-\infty}^x \delta(y) dy \) is the Heaviside step function \( \left[ \Theta(x < 0) = 0, \Theta(x > 0) = 1 \right] \). For every finite number of rupture events \( N_v \) formula (3.25) is the best estimate for \( p_v(f) \) without making any further assumptions. It allows an estimate of the “true” integral in equation (3.24):

\[
\tilde{g}_v(f) = -\nu \ln \hat{p}_v(f).
\]  
(3.26)

Following the assumptions of Evans and Ritchie (3.16) and (3.18) the expression in equation (3.23) must be, apart from statistic fluctuations, independent of the pulling velocity \( v \). Plotting the functions \( \tilde{g}_v(f) \) resulting from different retract velocities in a diagram, Fig. 3.4, should collapse to a single master curve. That this is definitely not the case was shown in (62). Moreover, not one single ligand-receptor system analyzed by force spectroscopy was found to show this predicted collapse. Even experiments using a micropipette rather than an AFM as the force transducer showed this severe divergence for different retract velocities (63).
Figure 3.5: Plot of $v \log(p_v(f))$ for different pulling velocities
The data is obtained from ExpR-DNA with effector C_{tert}HL (cf. Fig. 6.2).
According to the standard theory the force distributions should collapse to a single master curve and thus be independent of the pulling velocity.

The plot also includes the estimated survival probabilities \(3.27\), calculated with the theory of bond heterogeneity, for each pulling velocity (dotted lines). The estimated lines do not fall together in the low force regime because of different \(f_{\text{min}}\) for different retract velocities (cf. Fig. 6.2)\(^1\).

### 3.2.4 Theory of heterogeneity of chemical bonds

In (60) a new promising approach is presented which postulates a heterogeneity of bonds to account for the several observed inconsistencies. The main assumption is that both, \(x_\beta\) and \(k_{\text{off}}^0\), are statistically distributed.

There are several reasons justifying such an intrinsic random distribution of the rate of dissociation but not all of them need to be present in a real SMFS experiment:

1. geometrical variations like, e.g., different orientations of the complex relative to the direction of the applied pulling force;
2. Random variations and fluctuations of the local molecular environment by ions, water, and solvent molecules locally modulating ionic strength, pH, and electric fields, which may influence the dissociation process of the molecular complex;
3. Structural fluctuations due to thermal activation may lead to different conformations of a (macro-) molecule;
4. complex bio-molecules may have more than one binding domain;
5. unspecific events could be misinterpreted as “true” specific binding events.

The new methods for the analysis of the force distance curve presented later in this work may give some new answers to these problems. Nevertheless, these ideas can be quantified by an ad hoc ansatz as mentioned above assuming a statistically distributed \(\alpha\) \(\left(\alpha = x_\beta/k_B T\right)\) and also

\(^1\) Of course, it was ascertained that even for same \(f_{\text{min}}\) the curves do not collapse to a single curve
while leaving the Bell approximation untouched. Thus the values for the parameters 
\( \alpha \) and \( k_{off}^0 \), combined in \( \bar{\lambda} = (k_{off}^0, \alpha) \), change at every repetition of the experiment according to a certain (conditional) probability density \( \rho(\bar{\lambda}; \bar{\mu}) \), depending itself on some fit parameters \( \bar{\mu} \). Hence, only an averaged survival probability \( \bar{p}_v \) can be measured:

\[
\bar{p}_v(f; \bar{\mu}) = \frac{\int d\bar{\lambda} \rho(\bar{\lambda}; \bar{\mu}) p_v(f; \bar{\lambda})}{\int d\bar{\lambda} \rho(\bar{\lambda}; \bar{\mu}) p_v(f_{\text{min}}; \bar{\lambda})}
\]  

(3.27)

where \( p_v(f; \bar{\lambda}) \) is in principal the survival probability from (3.18):

\[
p_v(f; \bar{\lambda}) = \exp \left\{ -\frac{1}{\sqrt{2}} \int_0^{f'} df' \frac{k_{off}(f')}{F'(F^{-1}(f'))} \right\}
\]  

(3.28)

with the little difference that \( f_{\text{min}} \) is replaced by the force \( f_0 \) at the beginning of the pulling. The actual value depends on the experimental actualities. However, a common value for theoretical calculations is zero, meaning that no force acts on the bond before pulling starts. The denominator in (3.27) accounts for normalization.

Since there is no linear dependence assumed, this integral cannot be solved analytically (better: no solution is known) anymore which means that the values of the numerical solution have to be inserted in (3.27).

In (60) it could be shown that randomization of \( k_{off}^0 \) does not improve the consistence of the theory with experimental data. A randomization of the linker elasticity as proposed by Friedsam et al.(55, 64) essentially corresponds to a randomization of the off-rate and does not explain this phenomenon. Since the randomization of \( k_{off}^0 \) has not as much implications as the randomization of \( \alpha \) because of the exponential characteristics of the Bell-rate (3.14), \( k_{off}^0 \) will be taken as a fix parameter.

The probability distribution of \( \alpha \) is assumed as a (truncated) Gaussian:

\[
\rho(\alpha) = \rho(\alpha; a, \sigma) = C \exp \left\{ -\frac{(\alpha - a)^2}{2\sigma^2} \right\} \Theta(\alpha).
\]  

(3.29)

Although it was shown that the exact form of the distribution is not very important, it should be mentioned that this Gaussian fitted the experimental data best among the others tried.

Succeeding these assumptions the three fit parameters \( k_{off}^0, a \) and \( \sigma \) (\( \bar{\mu} = (k_{off}^0, a, \sigma) \)) determine the averaged survival probability (3.27).

The negative derivative of the survival probability (3.27) to force,

\[
\varphi(f; \bar{\mu}) = -d\bar{p}_v(f; \bar{\mu}) / df,
\]  

(3.30)

yields the probability density to observe a rupture force. For \( N \) independent experiments the probability to measure a set of rupture forces \( \{f_i\} \) is the product of the single probabilities:

\[
\varphi(\{f_i\}; \bar{\mu}) = \prod_{i=1}^N \varphi(f_i; \bar{\mu})
\]  

(3.31)
The final challenge is then to acquire the parameter $\tilde{\mu}$. The probability (3.31) is assumed as a function of $\tilde{\mu}$ and the ‘true’ parameters are estimated by the parameters maximizing this function. In the literature (65) this is known as a maximum likelihood estimate, accordingly the broadness of the distribution is used to calculate the statistical uncertainties of the parameters. Since the off rate is estimated in its logarithmical expression, $\ln(k_{\text{off}}^0)$, the statistical uncertainties, are left as $\Delta \ln(k_{\text{off}}^0)$ while the off rate can be easily derived from the natural logarithm.

For a detailed discussion of this approach please refer to (66).
4 Materials and Methods

4.1 Immobilization of the biomolecules

In single molecule force spectroscopy experiments it is necessary that the binding of the molecules to their respective surfaces (tip and sample) is much stronger than the expected rupture forces. The formation of covalent bonds between the attached molecules ensures that this requirement is achieved.

The main focus on the experimental side is laid onto the RNA-protein interactions, but additionally some control measurements of a DNA-protein interaction had to be performed. In consequence, the description of the DNA-ExpR preparation part has been abbreviated but can be found in full detail in (67).

4.1.1 Preparation for RNA-AtGRP7/8 experiments

Si$_3$N$_4$ cantilevers (Microlevers, Veeco Instruments) were first dipped for about 3 seconds in concentrated nitric acid for activation and then incubated with a solution of 2% aminopropyltriethoxysilane (Sigma-Aldrich, Seelze, Germany) in dry toluene (Fluka, Seelze, Germany) for 90 to 120 minutes at ambient temperature. The used RNA oligos (Table 4.1) with a thiol (-SH) group (biomers.net – The Biopolymer Factory, Ulm, Germany) were heated up to a temperature of 70° C for 3 minutes and then the PEG linker (N-hydroxysuccinimid-poly(ethyleneglycol)-maleimid (NHS-PEG-MAL, MW 3.4 kD; Nektar, Huntsville, Alabama, USA)) was added in a 1:1 molar ratio. After washing the cantilevers with toluene and autoclaved water, the tips were incubated with 0.5 pmol/µl RNA and PEG linker solution for at least 90 minutes at 4° C. The functionalized cantilevers were then washed with the binding buffer [20 mM HEPES-KOH, pH7.5, 100 mM NaCl, 1 mM MgCl$_2$, 0.01% NP40] and could be used for force experiments.

<table>
<thead>
<tr>
<th>used label</th>
<th>&quot;official&quot; label</th>
<th>sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNA7</td>
<td>GRP7_UTR-SH</td>
<td>AUUUUGUUUC UGUUCUGCUU UAGAUUU</td>
</tr>
<tr>
<td>mutant RNA7</td>
<td>GRP7_UTR_GMut-SH</td>
<td>AUUUUAUUCU AAUUCUAACUU UAGAAUU</td>
</tr>
<tr>
<td>RNA8-938</td>
<td>GRP8_938-SH</td>
<td>CGUUUGGUAU ACUUUUUGUA UGAAACA</td>
</tr>
<tr>
<td>mutant RNA8-938</td>
<td>GRP8_938_GMut-SH</td>
<td>CGUUUAUUUA ACUUUUUAAA UAAACA</td>
</tr>
<tr>
<td>RNA8-886</td>
<td>GRP8_886-SH</td>
<td>GUUUUGGGUU UAGAAUGGU UUUGUGU</td>
</tr>
<tr>
<td>mutant RNA8-886</td>
<td>GRP8_886_GMut-SH</td>
<td>GUUUUAUUAA UAAUUAUAU UUUAGU</td>
</tr>
<tr>
<td>poly(A)</td>
<td>Poly_A</td>
<td>AAAAAAAAAAA AAAAAAAAAAAA AAAAAAA</td>
</tr>
<tr>
<td>poly(U)</td>
<td>Poly_U</td>
<td>UUUUUUUUU UUUUUUUUUU UUUUUUUU</td>
</tr>
</tbody>
</table>

Table 4.1: The used RNA oligos
The AtGRPs were recombinantly expressed in *E. coli* with an N-terminal Glutathione S-Transferase (GST) tag for subsequent purification via affinity-chromotography. The purified fusion protein was tested in radioactive EMSA for activity. The comparative value for these activity test was the cleaned up AtGRP protein without GST-tag. No difference could be detected concerning the activity. The protein expression, purification and testing was done by Jan Schöning (department of molecular cell physiology).

For immobilization of the protein on the mica surface (Provae, Florida, USA), the cross-linker BS3 (bis(sulfo)succinimidyl)suberate) (Sigma-Aldrich, Seelze, Germany) was used. The fusion protein bears several target amino groups for the cross-linker, thus decreasing the probability of binding directly to amino groups in close vicinity to the RNA binding site. However, since the cross-linker is a homo-bifunctional molecule, there is the unwanted side effect that two or more proteins may bind to each other, causing long protein-linker chains. To avoid this problem the proteins were immediately applied on the sample after incubation with the linkers. A protein-to-linker molar ratio of 1:1 at a concentration of 0.5 to 1 pmol/µl showed good results while a ratio of 1:5 (five-fold excess of linker) tends to result in multiple rupture events.

![Image](image_url)

**Figure 4.1:** Illustration of the immobilization

### 4.1.2 The preparation for ExpR-DNA

The DNA fragments with a length of 216 bp were functionalized with a thiol (-SH) group by using a modified primer in the PCR. The silanized tips (see above) were incubated in phosphate buffer including the PEG linker (1mM NHS-PEG-MAL in 0.1M KH₂PO₄, pH 8.0) (Nektar) for about 2 hours. After washing the tips with phosphate buffer they were incubated over night at 4° C with a solution of 10ng/µl SH-DNA in this buffer solution.

The proteins ExpR (MW 28kDa) bearing 11 lysine residues were also provided by Matthew McIntosh. The proteins were attached to the mica surface via the BS3 crosslinker (Sigma-Aldrich) in a 1:5 ratio (five-fold excess of linker). Coupling with the BS3 linker needs a buffer which is free of primary amino groups; after the proteins are linked to the surface, however, it is possible to perform the experiments in the standard binding buffer (for ExpR:
100 mM KH$_2$PO$_4$, pH 7.5) without loss of their functional properties. The DNA fragments and proteins were provided by Matthew McIntosh (department of genetics).

4.2 Instruments

The first series of experiments was performed with a commercial AFM head (Multimode, Veeco Instruments) using a 16 bit AD/DA card (PCI 6052E, National Instruments) and a high-voltage amplifier (600H, NanoTechTools) controlled by a home-built software based on LabView (National Instruments). For the second series, an MFP-3D (Asylum Research) was used. The calibration of the cantilevers and all force spectroscopy experiments were done with the provided software based on Igor Pro 5 (Wavemetrics). The whole data analysis was done with matlab (MathWorks), although the Igor data files (Waves) needed to be converted in matlab-readable files. Due to the fact that the programming for data analysis (e.g. automation) was a major part of this work, all important improvements in the data analysis programs will be addressed in detail in the next chapter.
5 Data Analysis

The analysis of force spectroscopy (FS) experiments is still a difficult but also very important task. While the standard experiments are relatively easy to perform with a modern AFM (the sample only needs to be driven via the vertical axis) the analysis of this data is not only a time consuming but also tricky job that needs a lot of experience. At the beginning of this work the analysis of the force distance curves was done with a matlab program written mainly by Robert Ros with modifications by Rainer Eckel. Although the program could detect rupture events automatically, every single force curve has to be watched to confirm the found rupture manually. Beside the rupture force the program took the slope\(^2\) of a fitted line about 4nm from the rupture event. The forces and slopes were used for the analysis according to the standard theory of Evans and Ritchie (3.21).

During this work a novel data analysis software was developed. This software yields many improvements compared to the old analysis program. The most important ones are centralised in 5.1. The principle procedure developed for the analysis of single molecule force experiments (SMFS) will be described and some details will be discussed in 5.2.1-3.

5.1 The main improvements at a glance

1. The software has two graphical user interfaces (GUIs) that enable even a novel experimenter to do a complete data analysis since all needed parameters can be set from the GUIs. Of course, all presented plots shown in this work (except the illustrations and Fig. 6.12) can be done with a few mouse clicks from these GUIs.
2. The software prepares the “raw” force distance curves with a very high accuracy while the range of tolerance can also be set. At this point artefacts like noise, oscillations of the signal or adhesion are detected. After this is done, a subroutine does a scan for rupture events. It can also be selected whether the program only searches for the last occurring rupture (as used in the later presented results) or all ruptures.
3. The detected rupture curves (resp. the loading) are fitted also completely automated. Beside the fitting parameters and the force, 9 additional parameters are saved for every rupture found. This allows a fast characterization of the ruptures after the scan of the complete data set has finished.
4. The high accuracy of the detected rupture events gives rise to a new kind of plot developed during this work. This plot even allows to identify different binding modes of the RNA-protein complex that are not noticeable in a standard histogram plot.
5. To meet the demands of the (modified) theory (cf. Chapter 3) it is also possible to find (resp. define) a master curve. The software then automatically compares every detected rupture curve with this master curve and decides which curves are within the tolerances.
6. Then, for the final step, the prepared data needs to be copied (manually) to a program written in the C programming language by S. Getfert that does the maximum likelihood estimate to gather the quantitative results.

\(^2\) usually this is called “elasticity” but since the molecular elasticity is actually the reciprocal of this value it is termed “stiffness” in this work
5.2 The three parts of Data Analysis

The new data analysis provided in this work can be divided in 3 parts:
1. finding rupture events and classify them by avoiding noise and double rupture events
2. getting the “master curve” and compare the rupture curves with it
3. final data analysis based on the modified theory

5.1.1 Part 1

At first it should be mentioned that the data delivered by the two different AFMs (Multimode and MFP-3D) have little differences. The only difficulty with the MFP-3D data is that the force curves are only saved in the programming language (Igor Pro) provided by this AFM. The Igor “Waves” were converted into matlab files keeping all the important additional information (e.g. spring constant, dwell time, temperature).

After converting the deflection signal of the Multimode’s data into forces by sensor response and spring constant the data of both instruments were alike.

The aim in single molecule force spectroscopy is to have only one molecule binding at one molecule on the sample. If the cantilever pulls at more than one molecule the acting force on each molecule cannot be separated and thus, these values must not be used for the statistics. One common method to avoid these double or even multiple rupture events is to lower the concentration of the two binding partners. On the other hand, this also decreases the overall rupture probability and thus one of the difficult tasks of the experiment is to find a suitling medium. Since the data analysis has been automated it would be possible to lower the concentration much more without losing time during the data analysis. Of course, this is not the most elegant way and thus, also a routine that ensures that only single molecules events are detected, was developed. There can be two different kinds of flawed detection of multiple ruptures. The first and relatively easy one to detect is indicated if the cantilever does not immediately jump back to the base line after the detected rupture happened. The other one is quite tricky to detect in an automated analysis. If the cantilever pulls at two molecules but one dissociates during the load, the forces of this rupture event are mostly low. A fitting routine (see below, \( \hat{I}_{\text{min}} \)) for the loading that automatically stops fitting if the loading is disturbed of other molecules could be developed.

Of course, these verifications do not exclude every artefact but all parameters are saved and enable a check as described in Part 2 of the data analysis.

\[ \hat{I}_{\text{min}} \]

If multiple molecule bonds disrupt simultaneously (resp. chronologically close together) there is no way to detect this as a multiple rupture event but since the dissociation process is still driven by thermal fluctuations this is very implausible.
Figure 5.1: Typical force distance curve (only retractive part shown) with an illustration of the analysis method.

The baseline (green) is extrapolated until the point of intersection with the extrapolated line (magenta) of the contact area (“sensor response”). The (estimated) beginning of the load is the starting point of the fitted (red) curve at $A_1$. The slope of the fitted rupture curve at extension $A_2$ is called “Stiffness” and the “Dissociation Force” is obtained by the difference of the force value of the fitted curve (red) at extension $A_2$ and the (green) base line. The pathway of the rupture curve from $A_1$ until $A_2$ is called loading (resp. the load). Values for $f_{\text{min}}$ can be set manually. For further data analysis (Part 2) only curves beginning above the $f_{\text{min}}$ line are accepted ($f_{\text{min}} < f_{\text{min}}^*\). 

For the further theoretical analysis of the gathered data the time dependent development of the rupture curves is of major concern giving the necessity to fit into the noisy rupture curves. In the former analysis a straight line was assumed. Since the time dependence is of great importance it is necessary to know at which time point (resp. extension) forces affect the bond. For this a (force-) offset $f_{\text{min}}$, dependent on noise and other artefacts, is introduced at which all accepted rupture curves definitely have to exist (cf. Fig 5.1, force difference of green dotted base line and grey “offset” line). The value for the force offset of a fitted rupture curve, $f_{\text{min}}^*$, is the difference of the base line and the beginning of the load (cf. Fig. 5.1, force difference of green dotted base line and fitted curve (red) at $A_1$).

Due to noise and other artefacts (increasing with the pulling velocity) the value for $f_{\text{min}}$ increases also from 32 pN for the low velocities (< 500 nm/s) to 45 pN for the high ones (> 6 $\mu$m/s) simply to get more accepted rupture events for better statistics. With a dataset providing many ruptures it was ascertained that the choice of the offsets does not affect the further data analysis, of course, only as long as the aimed peaks do not vanish.

Although most systems in SMFS consist of many molecule types, like linkers, DNA and proteins, an adopted polymer model (like worm like chain (WLC) for DNA) should be the best way for fitting. The cantilever movement could be easily accounted for and added
afterwards because it has an intense influence on the time-force dependence and should not be neglected. On the other hand, an (automated) WLC fit would be quite difficult while providing only little improvement on the method presented, and since many thousands curves need to be analyzed it is pretty unrealistic to do it in reasonable time.

In this work the rupture curves are fitted by a simple second grade polynomial. These polynomials describe the pathways during the load very well (cf. Fig. 5.1) and have the very important advantage of allowing an easy and, most important, automated analysis of the force distance curves taken. The second postulate of the standard theory according to Evans and Ritchie (3.18) remains unaffected by a non-linear time-force dependence. A numeric solution of the integral in (3.20) is possible.

The polynomial fit also leads to data for rupture force and stiffness being closer to the true values. For rupture forces the value of the polynomial is taken which compensates noise that causes a lower rupture force (cf. Fig. 4.2, force difference of fitted rupture curve (red) from green dotted zero line at \( \ell_2 \)). Due to thermal oscillation the tip is always deflected by moving up and down, but also the force is measured by the deflection. So when the cantilever moves up during oscillation the measured force decreases while the real force acting on the molecules increases. This is the reason why most rupture events appear at “lower” forces\(^4\).

Taking the slope of the polynomial is obviously a more authentic way than fitting a line into the last points of the rupture curve.

Beside some parameters indicating the quality of the rupture events (e.g. noise, double rupture events, adhesion) the coefficients of the fitted polynomials are saved.

Although the program could correct the movement of the cantilever during a rupture curve the data presented is not corrected in this way because the theoretical analysis requires all aspects, including cantilever movement, to describe the processes.

This first part of the data analysis has a scan rate of about 200 force distance curves per minute with a standard PC (Igor Waves need much more time due to the complex data conversion). This means that it enables the user to get the reaction length and off-rates according to the standard theory of Evans and Ritchie (3.21) in less than one hour, even with higher quality. Analysing each force curve “by hand” with the former analysis software usually takes more than one day of concentrated work for the same result.

5.1.2 Part 2

One requirement for further theoretical analysis is that all rupture curves describe the same pathway (resp. have the same time-force dependence) during the load. The task of this part of the data analysis is to make sure that there is really only one such pathway, called master curve, and to exclude all artefacts that always appear in experimentally gathered data.

\(^4\) By mischance this effect does not appear in Fig. 5.1.
Figure 5.2: Plot of stiffness against rupture force as a 2d-histogram
The 2d-histogram also includes the respective values for the master curve (white solid line). The software allows also to look at the rupture curves of any area being of interest which is also illustrated here. Further explanations in text.

Taking the slope of the polynomial at point of rupture gives rise to a new kind of plot of stiffness against force. The values are binned in a 2d-histogram (Fig. 5.2) and only for better visualization a matlab program can do a fit between each element resulting in a height coded colour plot which can also be displayed as a 3D object (Fig. 5.3).

If only one process during force spectroscopy would happen the plots should only show one single peak for a certain pulling velocity. Plotting all pulling velocities in one graph should consequently lead to one universal (master) curve (depending mainly on the linkers and the cantilever). For some data (i.e. ExpR-DNA) these single peaks were found while some plots (i.e. RNA-AtGRP) suggest at least two peaks and some few plots can only be explained by introducing a second master curve. To check whether the accepted ruptures for this kind of plot are “contaminated” with artefacts like noise, flawed fits or multiple rupture events it is possible to select an area in the 2d-histogram and then, all the rupture curves of this spot can be plotted as illustrated in Fig. 5.2. If this plot shows artefacts, the parameters can be readjusted until only ruptures without artefacts are accepted. If noise or double rupture events are the main problem the analysis of Part 1 should be done again to allow a comparison of the data being described in the following paragraph.
The program provides also some additional information. The number of analysed force distance curves at the displayed pulling velocity (number of total force distance curves), the number of detected rupture events (number of events) and the respective probability are plotted. The “number of specific events” gives information about the ruptures having a set of parameters being within the adjusted tolerances. Only these ruptures are used for the 2d-histogram plots. The ratio of detected ruptures in Part 1 to the accepted ruptures is also plotted and gives rise to the character of the processes involved. By normalizing to this value the difference of binding of the wild type RNA in comparison with the mutant RNA will be shown in Fig. 6.3.

The 2d-histogram plots also give rise to a much higher “resolution” in the low force regime since here the main changes occur in the slope of the load. Especially for the protein-RNA interactions the reliability of rupture forces in this low force regime is not as good as the information of the “stiffness” because of some (mainly) attracting forces deflecting the cantilever. These forces, depending on the surface charges, seem to attract, and thus bend, the cantilever toward the sample. This force seems to be relatively constant in the low force regime of one pull, but varies depending on the x-y-position (presumably due to the proteins on the surface). This results in an additional broadening of the distribution of rupture forces. Because of the apparent constancy of attracting forces in this regime it does not seem to cause such an additional variation of the slope (resp. stiffness).

To get a master curve (or even two) all polynomials of one binning field can be plotted, then a force offset can be set at which all curves are automatically scrolled and another polynomial is fitted through the selected curves, being then the “master curve” (cf. Fig. 5.4, (b) red line). The curves of all other fields can be compared with this master curve. The decision which curves are accepted is controlled by 2 parameters. One sets the maximum relative deviation of the slope at rupture point from the slope of the master curve at this point. The other one sets

---

5 Due to the short overall length of the linker-RNA-protein chain, many rupture events appear quite near to the surface.
6 It could be observed that the rupture probability and the adhesion are interdependent.
the value for an interval laid around the master curve (cf. Fig. 5.4 (b) green lines). All force curves cutting this interval will not be accepted. For long force extension curves (=high rupture forces) this method works without problems but to analyze a common data set some improvements had to be done.

Sometimes the fit of the rupture curve in Part 1 stops before reaching the force offset \( f_{\text{min}} \) due to noise. Losing those rupture would be a waste so all rupture curves not reaching the offset are refitted until reaching \( f_{\text{min}} \) (\( \hat{f}_{\text{min}} = f_{\text{min}} \)) while the other ones are kept untouched conserving their greater information. The reason for the offset is only to make sure the rupture curves existed already at this point. If a rupture curve existed even longer the fit will be much better showing better results especially in the low force area (cf. Fig. 4.2, the fitted curve (red) would be left untouched because \( \hat{f}_{\text{min}} \) is lower than \( f_{\text{min}} \)).

The effects of taking only the rupture curves along the master curve are illustrated in Fig. 5.4. While the histogram of the “raw” data provided by Part 1 of data analysis shows quite a wide distribution (a), the histogram of only the accepted curves is much narrower (c).

![Figure 5.4: Reconciliation of the “raw” data (a) with the master curve (illustration) (b) yields a much clearer histogram (c)](image)

Plotting every single pulling velocity side by side in a 2d-histogram shows that there is always a little, but definitely existing, deviation from the (universal) master curve. For slow velocities the peaks are always a little bit left shifted to the master curve while it is for higher velocities the other way round. As mentioned these deviations are relatively small and it cannot clearly be said whether the reason lies on the AFM side (the inertia of the cantilever should not be the reason since the “zero” line is fitted into the data) or on the physical properties of the single molecules (e.g. stretching of the linker).

### 5.1.3 Part 3

The gathered information, the parameters of the master curve, accepted rupture forces with the corresponding retract velocities and force offsets \( (f_{\text{min}}) \) are taken to estimate \( \sigma, a \) and \( k_{\text{off}}^0 \) with a program written by Sebastian Getfert (department of condensed matter theory) based on the modified theory briefly explained in part 3.2.4 of this work. This program is written in the C programming language. The parameters are estimated by maximising the likelihood function which is done numerically employing a commercial minimization algorithm (e04ucf) from the NAG library.
6 Results and Discussion

The investigated biomolecular interactions in this thesis belong to two different levels of gene regulations. At first the force spectroscopy data taken of the specific binding of the transcriptional regulatory protein ExpR at the sinR/sinI-DNA sequence of *Sinorhizibium meliloti* is applied to the introduced methods of data analysis. The second analyzed biological system is part of the post-transcriptional control of the *Arabidopsis thaliana*. For this protein-RNA interaction the introduced 2d-histogram plots will demonstrate their advantages enabling the identification of different binding modes of this complex.

The principal setup for both systems was alike. The DNA (resp. RNA) was attached to the tip via a long PEG-linker while the proteins were immobilized on a mica surface via a short linker.

6.1 ExpR-DNA

6.1.1 Effector molecules activate the binding

For the first force spectroscopy measurement DNA-fragments were covalently bound to the tip and the proteins in the same way to the surface. The retract velocity was always kept constant (2 µm/s) as well as the approach velocity (5 µm/s). The resulting rupture force distributions are plotted in Fig. 6.1 (a), showing only some few interactions. After adding 10 µM C_{16:1}-HL the binding probability rises drastically and a familiar distribution of forces is established, (b). This demonstrates that there are only some rupture events due to unspecific attraction, p.e. electrostatic interactions, but the probability of binding is highly increased in the presence of a proper effector. The effector molecules stimulate the binding of the protein ExpR to its DNA-target sequence.

6.1.2 Specificity of binding

To verify that the observed interactions belong to a specific binding, a competition experiment was performed (Fig. 6.1(c-d)). Adding one binding partner (free DNA fragment) in excess during the experiment while leaving the C_{16:1}-HL concentration constant blocks available binding sites of the proteins and thus the rupture probability decreases (c). Washing the sample carefully with binding buffer in order to remove all free molecules and adding C_{16:1}-HL at prior concentration restores the initial unbinding characteristics (d). Here, a very often appearing effect can be observed: after washing the probes with binding buffer in a competition experiment the overall rupture probability increases (although everything lies within the range of statistical fluctuations). This effect will be discussed in the RNA section where sufficient data was gathered which gives rise to a 2d-histogram plot providing more information.
Although this principal procedure demonstrates the specificity of binding in a sufficient way, an additional experiment with another DNA fragment attached to the cantilever was performed. This fragment is commonly used in control experiments to ensure that the observed bindings depend only on the sequence of the DNA. This EBNA (Epstein-Barr virus nuclear antigen) DNA has no ExpR-binding sequence and thus, there were not any specific interactions with the protein even in the presence of 10 µM C\textsubscript{16:1}-HL. In 834 force distance curves taken, only 5 rupture events were detected (e).

These experiments, shown in Fig 6.1 (a-d), were all performed with the same cantilever, and the same protein sample as used for the EBNA-DNA experiment (e).

![Figure 6.1: Force spectroscopy control experiments.](image)

(a) Distribution of the dissociation forces of DNA-(His)\textsubscript{6}ExpR complexes in the absence of any AHL. (b) After adding 10 µM C\textsubscript{16:1}-HL. (c) Competition with free DNA binding fragment (10 ng/µl). (d) After washing with binding buffer solution. (e) Additional control experiment with EBNA-DNA immobilized on the AFM-tip and C\textsubscript{16:1}-HL activated (His)\textsubscript{6}ExpR.

### 6.1.2 DFS results for different methods of analysis

The novel analysis software yields much more precise and reliable data than its forerunner. Beside these improvements it was possible to automate the data analysis and the decision of which rupture curve is taken for the further analysis does not depend on the individual experiences of the user anymore but rather on parameters that can be set equal for a complete experimental series. As described in chapter 5 all parameters and the whole program settings are saved, enabling the user not only to repeat the data analysis but furthermore to exclude
artefacts and other failures\textsuperscript{7}. Although the inconsistencies of the standard theory of Evans and Ritchie were shown in Chapter 3 in the first two sets of rows in Table 6.1 the results of this theoretical analysis are shown. The experimental data for both methods of analysis was taken by F. Bartels. The data analysis with the standard analysis (cf. Table 6.1)\textsuperscript{8} was done by F. Bartels with the former analysis software “by hand” while the results plotted in the second set of rows (“automated analysis – standard theory”) was performed with the novel software. Strictly speaking these two different methods can hardly be compared with each other since one of them depends only on apparent selection criteria while the other one provides in principle objective selection criteria. Due to too much noise it was not possible to analyse the data for the effectors C\textsubscript{12}-HL and oxo-C\textsubscript{14}-HL with the new software. The main problem for the further data analysis according to the theory of bond heterogeneity is that the number of ruptures\textsuperscript{9} is quite at a critical level for sufficient statistical analysis. Only the control experiment of C\textsubscript{16:1}-HL (indicated with *), contributed by the author, provided enough rupture curves to meet the demands of the new analysis method. Thus the statistical uncertainties are quite high for the other values. These data are plotted in the last set of rows (“automated analysis – theory of bond heterogeneity”). For reasons mentioned in chapter 3.2.4 the statistical uncertainties for the off-rates are in a logarithmical expression.

<table>
<thead>
<tr>
<th>AHL</th>
<th>standard analysis</th>
<th>automated analysis</th>
<th>automated analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>standard theory</td>
<td>standard theory</td>
<td>theory of heterogeneity of bonds</td>
</tr>
<tr>
<td></td>
<td>(x_\beta) [\text{Å}]</td>
<td>(k_0^{\text{off}}) [s\textsuperscript{-1}]</td>
<td>(x_\beta) [\text{Å}]</td>
</tr>
<tr>
<td>C\textsubscript{6}-HL</td>
<td>5.7 ± 0.3</td>
<td>0.47 ± 0.15</td>
<td>5.0 ± 0.8</td>
</tr>
<tr>
<td>C\textsubscript{10}-HL</td>
<td>5.2 ± 0.3</td>
<td>1.43 ± 0.45</td>
<td>4.6 ± 0.6</td>
</tr>
<tr>
<td>C\textsubscript{12}-HL</td>
<td>2.9 ± 0.2</td>
<td>5.40 ± 1.03</td>
<td>N.A.</td>
</tr>
<tr>
<td>oxo-C\textsubscript{14}-HL</td>
<td>3.5 ± 0.3</td>
<td>3.48 ± 0.62</td>
<td>N.A.</td>
</tr>
<tr>
<td>C\textsubscript{16:1}-HL</td>
<td>3.9 ± 0.6</td>
<td>2.19 ± 1.88</td>
<td>5.2 ± 1.0</td>
</tr>
<tr>
<td>C\textsubscript{16:1}-HL*</td>
<td>4.5 ± 0.6</td>
<td>0.47 ± 0.22</td>
<td>3.4 ± 0.5</td>
</tr>
<tr>
<td>C\textsubscript{18}-HL</td>
<td>4.7 ± 0.8</td>
<td>1.32 ± 1.27</td>
<td>2.5 ± 1.6</td>
</tr>
</tbody>
</table>

\textbf{Table 6.1:} Comparison of the results of the different analysis methods.

The first thing one notices by observing the values for the different methods is that the values of the heterogeneity of bonds theory (especially the off-rates) vary more than the others when changing the effector. This effect was also observed with other data sets (not presented) and indicates the improvement in the evaluation of the off-rates. Although all estimated values for the different effectors vary quite a lot for the different analysis methods these variations lie

\textsuperscript{7} Of course, only detected ruptures are saved. By decreasing the tolerances for the detection of ruptures one can increase the total number of found ruptures until the highest possible value.

\textsuperscript{8} The respective values had to be recalculated because of a little mistake happened in the calculation of the off-rates.

\textsuperscript{9} The data presented before was only the one gathered in Part 1 of data analysis. Now, after setting different \(f_{\text{min}}\) and reconciliation with the master curve many rupture events are not accepted.
within the statistical uncertainties (except the data for $C_{10}$-HL) which are quite high due to the lack of recorded experimental data.

Nevertheless, the plots of Figure 6.2 (and Fig. 3.5) demonstrate the advantages of the new analysis method. For $C_{10}$-HL the histograms (only ruptures along master curve) are plotted in Fig. 6.2. The solid red lines show the densities of the rupture events predicted by the heterogeneous bond model for the estimated parameters while the dotted yellow ones are the densities predicted by the standard theory ($x_\beta$ and $k_{\text{off}}$ from Tabl. 6.1) divided by factor 3 for better visibility of the other curves. While $f_{\text{min}}$ for the standard analysis equals zero, the values for the new analysis method increase with the pulling velocity, varying between 32 to 45 pN. Therefore the solid lines do not start at zero and thus, strictly speaking, the dotted lines do not correspond to the plotted histograms. Nevertheless, the improvement of the new analysis method seems to be outstanding (only the values for 200 nm/s suffer of too few ruptures). Please also compare with Fig. 3.5 where the survival probability is plotted against force.

![Figure 6.2: Force distributions for ExpR-DNA in presence of $C_{10}$-HL](image)

The solid red lines are the estimated distributions for theory of bond heterogeneity while the dotted yellow lines are the calculated distributions (rescaled) of the standard theory. (cf. Fig. 3.4)

### 6.2 AtGRP-RNA

SMFS on DNA-protein interactions have been successfully performed and these interactions show a high specificity of binding like the ExpR-DNA complex. Protein-RNA interactions are very interesting on their own, this work also presents the first DFS experiment successfully yielding also quantitative information about these interactions. Compared with DNA, the RNA protein interactions are much more difficult to investigate for mainly two reasons. The first one is that the RNA is much more sensitive to pollution, especially RNAase. The second reason lies within the nature of RNA-protein interactions. Although biologists can show that the binding complexes can be quite stable and also specific (the binding disappears completely by introducing point mutations into the RNA as well as the protein), the physical mechanisms of these bindings remain quite unknown. As a matter of course, this work will
not discover the chemical interactions that form the basis of this binding but will reveal a closer look at the different aspects of RNA-protein complex formation that in turn gives rise for further investigations. Although the term unspecific vs. specific is used quite often, the differences of these cannot be clearly specified.

Due to the charges of RNA, “electrostatic interactions” make the distinction to specific binding quite difficult (since the detailed processes are not yet known, the differentiation between specific and unspecific binding is not only difficult in the physical context but also difficult from a linguistic point of view). One important factor for the protein-RNA binding is the secondary structure of the RNA. To ensure a stable confirmation and also to minimize the (unknown) electrostatic interactions, the used RNA oligos are quite short (27 bases) which means that the only possible confirmation should be a simple loop (or none, of course) as predicted to prevail in the wild type RNA. The used RNA is listed in Table 4.1.

6.2.1 Specificity of binding I – unspecific vs. specific binding

In all experiments the concentrations of RNA and protein were kept constant. Fig. 6.3 shows 2d-histogram plots for different systems. In the first part (Part 1) of data analysis ruptures are identified and characterized automatically by the novel software, this is the so called number of events. In the second part (Part 2), the plotting of these 2d-histograms, only rupture curves having parameters in a well defined range are accepted, e.g. $f_{\text{min}}$ or stiffness. Comparing this value with the number of specific events yields a parameter that is (nearly) independent of concentration fluctuations in the different experiments. Normalizing the height colour coding to this probability of specific events (same code for the experimental series) thus enables to compare different biological systems as done in Fig. 6.3. These plots can also be compared with the EMSA plots kindly provided by J. Schöning (Fig. 6.4). Please note that these EMSA experiments have been performed with AtGRP7. A set for AtGRP8 remains to be done, but since the binding mechanisms for both proteins are pretty similar, the experiments for AtGRP8 should yield comparable results.
The AtGRPs are attached to a GST protein that was not only needed for purification but also enabled the binding of AtGRP via the GST protein and linkers to the surface\(^\text{10}\). With EMSA

\(^{10}\) Although the GST protein does not occur in the labelling, all tested AtGRPs were attached to this GST protein (in strict sense it always should have been labelled “GST-AtGRP fusion protein”)

Figure 6.3: Normalized 2d-histograms of different binding partners at 500 nm/s and 5 µm/s
experiments it was demonstrated that the GST protein without AtGRP does not interact with RNA (cf. Fig. 6.4).

The first pair of plots (on the left column the pulling velocity is always 500 nm/s, on the right 5,000 nm/s) shows the RNA8-886 (“wild type” RNA of AtGRP8) immobilized at the tip (the principal setup remains untouched during these experiments) and the GST protein immobilized on the sample surface. At both pulling speeds (nearly) no interaction can be observed. The fact that even the wild type RNA does not show any measurable interaction with this protein, while even poly(A) and poly(U) do with the RNA binding protein (see below), gives rise to the assumption that only some proteins, mainly RNA binding proteins, have net charges that interfere with RNA.

In the second row of Fig. 6.3 (c-d) the set for a poly(A) strand and AtGRP8 is plotted. While one can see some fairly broad distributed rupture events at a speed of 500 nm/s there are only 64 at 5,000 nm/s accepted for the plot although 738 events were found in the first part (Part I) of the data analysis. Due to this strange behaviour this kind of binding is definitely related to the category of unspecific interactions.

This peculiarity may give some information about the shape of the energy barrier for this kind of binding but was not investigated further in this work.

In the next row of Fig. 6.3 the unbinding characteristics of poly(U) can be seen. The plot for 500 nm/s indicates 2 spots, but these events show a relatively broad distribution. At 5,000 nm/s the rupture events are also broadly distributed over the whole area between 20 and 200 pN. The poly(U) investigated under EMSA does show a slight binding but not rudimentary sharp peaks as for the wild type, Fig. 6.4 (b).

The mutant RNA8-886, Fig. 6.3 (g-h), shows one single peak at 500 nm/s but a strange behaviour at higher speeds. The mutant RNA will be under further investigation in the following paragraphs. The “wild type” RNA8-886 is the only one showing not only “specific interactions” at low pulling velocities but also at 5 µm/s (Fig. 6.3 (i-j), please note that all plots have been normalized).

Figure 6.4: EMSA experiments (a-c) with different binding partners (provided by J. Schöning)

For retract velocity 1,776 nm/s a separation of ruptures by dwell time (the time the cantilever spent in contact to the surface) could be done. While taking all rupture events results in two peaks, plotting the data for dwell time lower than 93 ms shows a weaker second spot (Fig. 6.5). Plotting only the data with a dwell time higher than 93 ms gives rise to only one spot,
leaving only some interactions in the area of the weaker spot. This data was recorded with the same tip and sample. This dwell time dependent binding characteristic indicates a different binding affinity for these two binding modes.

![Figure 6.5: Effects of different dwell times on the binding of mutant RNA8-886 AtGRP8](image)

The next plot (Fig. 6.6) shows the data of a complete DFS experiment analyzing the (un-)binding characteristics of mutant RNA8-938 and AtGRP8 with pulling velocities varying from 200 to 6,000 nm/s. All plots have been normalized to the specificity of binding. While at low pulling velocities of 200 and 500 nm/s at least one distinct peak can be obtained, the distribution of rupture events gets broader with increasing velocity ending in a (relatively) equal distribution at 6 μm/s. Maybe further, theoretical, investigations can provide some assumptions for the shape of this kind of energy barrier causing these effects.

![Figure 6.6: (Un-)binding characteristics of mutant RNA8-938 AtGRP8 at different pulling speeds](image)

By introducing the 2d-histogram plot the broad distribution of the standard histograms (cf. Fig. 6.7, 6.11) could be addressed to unspecific events (indicated by the (relatively) equal distribution of the ruptures on the area of the 2d-histogram plots) and specific events (indicated by single or even multiple peaks). The effects of dwell time in correlation with pulling velocity indicate an unusual shape of the energy barrier of the mutant RNA and AtGRP binding. Nevertheless, the classification and explanation of the protein-RNA interactions in unspecific and specific binding will be a nontrivial task for further experiments and theoretical analysis.
6.2.2 Specificity of binding II – competition experiments

For all different biological systems investigated several competition experiments were performed. It was discovered very early that a competition with free proteins does not make sense because of the binding affinity of the free proteins to free BIS-linker-ends. Consequently the rupture probability increases drastically when adding free protein but does not vanish after the washing with binding buffer. Thus only RNA oligos having same strand length and sequence, but without SH group, were used for the competition experiments.

Fig. 6.7 shows one of these competition experiments in a standard histogram plot. Adding free RNA reduces the rupture probability drastically while the binding could be restored after washing with binding buffer. Although the amount of added RNA was with 75 µM quite high not all binding could be eliminated. The advantages of a 2d-histogram of this data (RNA8-938 AtGRP7) can be easily recognized in Fig. 6.8. The plot shows for this specific complex a relatively unusual appearance which was not under further investigation since a RNA sequence having a higher binding affinity was found (see below). These measurements have been done before the advantages of the 2d-histogram plot had been discovered, being the reason why the number of force distance curves taken is relatively low (but high enough for common histogram plots) which increases the risk of flawed fits due to statistical fluctuations. While the total binding probability only halves, the distribution of rupture events gets broader and no peaks can be obtained. After washing with binding buffer the rupture probability increases over the initial point (A).
Figure 6.8: Competition experiment with “wild type” RNA8-938 and AtGRP7
(A) Initial state at 2,000 nm/s pulling velocity (B) After adding free RNA8-938 (without SH). (C) After washing with binding buffer.
Same data as for Fig. 6.7. The experiment is suffering from statistical fluctuations because of too few force distance curves taken. The increment of the total rupture probability (C) compared to (A) is remarkable but often observed in competition experiments.

The next competition experiment presented in Fig. 6.9 shows that mutant RNA8-938 binding to AtGRP8 can also be competed with free RNA8-938. This means that (at least) the mutant RNA has the same binding side at the protein as wild type RNA.
The last competition experiment presented (Fig. 6.10) is the most interesting one, not only because it is the first one providing enough data for sufficient statistics. While the amount of free RNA added was relatively high in the experiments presented before, here only ~1/10 of the usual amount of free RNA8-886 was added to the system of RNA8-886 and AtGRP8. At least the chosen pulling velocity of 500 nm/s maybe chosen too low since the peaks at 5,000 nm/s seem to be much further separated. Nevertheless, after adding free RNA8-886 the peak indicated by a stiffness of 5.0 pN/nm disappears while the lower one at 3.6 pN/nm seems to be untouched (the slight up movement of this peak may be caused by the fitting routine in the absence of the second peak. The binding probability decreases from 0.17 to 0.13 but the probability of specific events increases from 0.53 to 0.61 which asks for further investigations. Although these two values for the washed system could be restored nearly exactly (while the rupture probability at the competition experiments increased always after washing) the restored peak now seems to be more dominant.
Also for competition experiments the new kind of plot demonstrates its potential. While in standard histogram plots only an overall reduction of the rupture probability is observed, these plots provide information about these binding modes. With the discovery of these binding modes one upcoming question was whether these binding modes are caused by different binding sites or a second energy barrier. In the last presented competition experiment the amount of free RNA was quite low and blocked only one binding mode, leaving the other one untouched. This result suggests a second binding site of the RNA AtGRP complex. It can be assumed that the one that is blocked is the one that has a higher binding affinity and thus a lower off-rate. Another plausible explanation is that the probability of having only completely functional proteins is not very high and that degenerated proteins do not have such a high binding affinity. It also could be demonstrated that the mutant RNA shares (at least) one of these binding sites with its respective wild type. Thus it is possible that the peak at 3.6 pN/nm belongs to a weaker and less specific interaction that does not include a positioning of the RNA into the binding site of the AtGRP.

6.2.3 Quantitative Results

There were 3 different RNAs under investigation that interact strongly with AtGRP7 and AtGRP8. RNA7 and RNA8-938 were thought to be the section responsible for the binding at their respective proteins but than it could be shown by means of radioactive EMSA that RNA8-886 binds much better. The binding characteristics of this RNA8-886 to AtGRP8 will be discussed first and then, not only for the sake of completeness, the results for RNA7 and RNA8-938.

The RNA8-886 AtGRP8 complex is with as much as ~ 94,000 force distance curves the best investigated in this work. This amount of data allows a very detailed analysis of this binding complex by separating the data with respect to the dwell time into 4 classes. There have been several separations of different dwell times leading to similar results. Although other dwell-times than the presented showed clearer results concerning the vanishing of the multiple peaks (and leaving only one) the presented fragmentation was chosen in an impartial way having an equal distribution of the number of ruptures (for every division slightly more than 400 (only from 0 to 0.1 seconds dwell time the number is 309)) ensuring highest possible statistical reliability.

To focus on the main point and in order to enable one to compare the 1d-histograms shown with these 2d-histograms the ruptures plotted in Fig. 6.11 are only those who have been accepted to be close enough at the pathway of the master curve. The plots for dwell times less
than 0.1 seconds are not shown since it is (nearly) impossible to realize contact times of the
cantilever of less than 100ms in the lower pulling velocity regime. The plots shown in Fig.
6.11 indicate at least 3 different binding modes. Concerning the results of the competition
experiments at least two of them cannot be explained by a secondary potential barrier.

Figure 6.11: Only ruptures, separated after dwell-time, along the master curve are plotted.

While these plots provide a lot of qualitative information it is also possible to do a
quantitative dwell-time dependent analysis separated by dwell time. Again, the data for dwell
times less than 100 ms is not used. Table 6.2 shows the results for this data analysis.

<table>
<thead>
<tr>
<th>Oligo</th>
<th>Protein</th>
<th>dwell-time [s]</th>
<th>$x_p$ [Å]</th>
<th>$\sigma$ [Å]</th>
<th>$k_{\text{off}}^{0}$ [s$^{-1}$]</th>
<th>$\Delta \ln(k_{\text{off}}^{0})$</th>
<th>mean lifetime [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNA7</td>
<td>AtGRP7</td>
<td>0.14 ≤ $t &lt; 2.61$</td>
<td>4.1 ± 0.7</td>
<td>1.8 ± 0.4</td>
<td>8.9 × 10$^{-2}$</td>
<td>1.3</td>
<td>11</td>
</tr>
<tr>
<td>RNA7</td>
<td>AtGRP8</td>
<td>0.1 ≤ $t &lt; 1.85$</td>
<td>4.6 ± 0.9</td>
<td>1.5 ± 0.4</td>
<td>1.5 × 10$^{-1}$</td>
<td>1.5</td>
<td>6.5</td>
</tr>
<tr>
<td>RNA8-938</td>
<td>AtGRP7</td>
<td>0.11 ≤ $t &lt; 4.81$</td>
<td>2.5 ± 0.8</td>
<td>0.8 ± 0.2</td>
<td>4.7 × 10$^{-1}$</td>
<td>0.7</td>
<td>2.1</td>
</tr>
<tr>
<td>RNA8-886</td>
<td>AtGRP8</td>
<td>0.1 ≤ $t &lt; 0.6$</td>
<td>5.7 ± 0.3</td>
<td>1.9 ± 0.2</td>
<td>2.8 × 10$^{-2}$</td>
<td>0.6</td>
<td>36</td>
</tr>
<tr>
<td>RNA8-886</td>
<td>AtGRP8</td>
<td>0.1 ≤ $t &lt; 0.22$</td>
<td>2.8 ± 0.3</td>
<td>1.0 ± 0.2</td>
<td>1.8</td>
<td>6.3</td>
<td>0.5</td>
</tr>
<tr>
<td>RNA8-886</td>
<td>AtGRP8</td>
<td>0.22 ≤ $t &lt; 0.325$</td>
<td>5.7 ± 0.9</td>
<td>2.1 ± 0.4</td>
<td>1.0 × 10$^{-2}$</td>
<td>1.7</td>
<td>92</td>
</tr>
<tr>
<td>RNA8-886</td>
<td>AtGRP8</td>
<td>0.325 ≤ $t &lt; 0.6$</td>
<td>9.3 ± 2.8</td>
<td>4.3 ± 1.9</td>
<td>3.8 × 10$^{-3}$</td>
<td>6.3</td>
<td>2.6 × 10$^{-4}$</td>
</tr>
</tbody>
</table>

Table 6.2: Results of the analysed RNA – AtGRP combinations

As mentioned in the theory part it is a drawback of the methods of analysis that the most
important parameter (for biological usage), the off-rate, is the one that can be calculated with
least accuracy. Nevertheless the relative errors between the different results for the dwell
times seem to be low enough to have a clear significance in the differences of the off rates. Since the calculations have been performed for several dwell times showing similar results, statistical fluctuations of the data set provided cannot be neglected but should not be predominant.

The results presented for RNA7 and RNA8-938 are not separated according to dwell-time and the contact times have not been under nearer investigations but the range demonstrates that the rather low off-rates (which are still in the range of the ExpR-DNA complex) cannot be explained by low contact times.

The data presented for the RNA8-886 AtGRP8 complex is much more interesting. The differentiation to different dwell-times, which have been chosen impartially, seems also to allow a quantitative separation of the different binding modes (Tab. 6.2). While the estimated off-rates for the dwell times below 325 ms are in the range of $1 \times 10^{-2}$ s$^{-1}$, the estimated ones for higher dwell times are pretty low with $10^{-5}$ s$^{-1}$. This would correspond to a mean life time of some hours which is much more than the results of further studies of similar systems would expect. However, considering the statistical uncertainties, these values can vary even over some magnitudes

The last presented Figure (Fig. 6.12) demonstrates the advantages of the new analysis method very well. Both plots show an impressive consistence of the estimated theoretical values and the experimental data. The plots were done with the not dwell time separated data set of RNA8-886 AtGRP8 providing up to ~600 rupture events at 1,776 and 5,000 nm/s.

![Figure 6.12](image-url)

**Figure 6.12:** Two different kind of plots of the same data (RNA8-886 AtGRP8, not dwell time separated)

(a) Estimated distributions (red line) are the negative derivatives of the survival probability $p_v(f)$ (3.28) to force for each pulling velocity.

(b) The function $-\log(p_v(f))$ plotted for different pulling velocities (concern that $f_{min}$ (here) depends on retract velocity)
7 Conclusions and Outlook

In this work a new method of data analysis for SMFS experiments was presented and also applied on two different biological systems. The novel software gives rise to an automated analysis of force distance curves and thus will enable future users to analyse much more different SMFS data (at the same time). Apart from this acceleration, the program also yields much more reliable information about the processes involved, not only because all program settings are saved (and the data analysis can thus be re-done easily) but mainly because much more parameters (e.g. rupture length, the values of the fitted polynomials, information about the quality of the force distance curves) are extracted for each curve. Although the advances of assuming a bond heterogeneity were known, it was not possible to analyse the experimental data according to this theory in an adequate way. The novel analysis software enables now the implementation of the theory of bond heterogeneity in an applicable way, which was demonstrated at the ExpR-DNA complex. Certainly, it will be a new standard in future SMFS experiments.

This work also presents the first DFS experiment successfully performed on a RNA-protein complex not only qualitatively but also quantitatively. By comparing this DFS data with the EMSA experiments the stability of the RNA-AtGRP complex formations was demonstrated. The combination of all the advances of the software enables a 2d-histogram plot giving rise to a much higher “resolution” in the low force regime. While the standard force histograms sometimes seem to be only a little broader than usual, this new kind of plot even allows a differentiation of binding modes of the RNA-AtGRP complexes. It was possible to block only one binding mode during a competition experiment while leaving the other one unaltered, indicating different binding modes beside the main binding site, the RNA recognition motif (RRM), of the AtGRP. By varying the dwell time these effects were observed, too, but could also be analysed quantitatively, with estimated mean lifetimes of up to some hours (keeping in mind that these values can vary over some magnitudes). While up to this point only different mutations of RNA have been analysed, a mutant AtGRP may offer detailed information about the reasons for the binding modes and thus the mechanisms of protein-RNA binding.

Although these effects of the RNA-protein interactions are pretty interesting and ask for more experiments the processes occurring in FS experiments of ligand-receptor complexes remain still to be clarified. To uncover these problems some much simpler model systems should be investigated. For such a system it might be feasible to investigate the possible sources of bond heterogeneity step by step as listed in chapter 3.2.3 and address these results to more complex systems like RNA-protein interactions. Here especially the influence of geometrical distortions of the binding molecules on the distribution of the rupture forces could be investigated by reducing the other problems by using such a simple molecular system.

However, since the AFM that will be used for further experiments works on another programming language, all software should be converted to this enabling the user to do the data analysis during the experiment in real time. Then it would be possible to decide immediately whether the gathered data is sufficient for statistical analysis, or whether the amount of free binding partners during a competition is too high or too low, etc.. It should also be possible to implement routines that accelerate the experimental part. If no rupture events occur or the tip is placed over an area contaminated with artefacts (e.g. partial damages of the surface, protein clusters) the sample could be automatically re-positioned until significant rupture events occur and then stay there until a certain number of curves are taken. All these improvements will have impact for the investigation of molecular binding
mechanisms, but this software package will also make FS based screening applications possible. The technique to spot some thousand different DNA mutants on a chip is commonly used. With an AFM mounted on an inverted microscope these spots could be identified and analysed via force spectroscopy at a satisfying rate.
Bibliography


(50) Bell GI. Models for the specific adhesion of cells to cells. Science 1978;200:618-27.


Acknowledgements


Am Lehrstuhl für Genetik geht mein Dank an Matthew McIntosh der bereit war für die notwendigen Kontrollexperimente für die ExpR-DNA Bindung nochmals alle notwendigen biologischen Proben zu bereitzustellen, sowie natürlich an Anke Becker.


Dario Anselmetti möchte ich für die Möglichkeit danken an seinem Lehrstuhl diese Diplomarbeit anfertigen zu dürfen.

Zuletzt möchte ich mich bei Robert Ros für die nicht nur formale sondern vor allem auch engagierte Betreuung dieser Arbeit danken.
Appendix

List of Publications


Contributions to Conferences

1. **Alexander Fuhrmann, Jan Schoening, Rainer Eckel, Sebastian Getfert, Dario Anselmetti, Dorothée Staiger and Robert Ros.** Single Molecule Protein-RNA Interactions. *International Conference on Nanoscience and Technology*, July 30 – August 4, 2006, Basel, Switzerland. (Poster)

