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In these lecture notes we give an accessible introduction to the spectral theory of random matrices. We consider Gaussian Orthogonal Ensemble as the main subject to present and prove the semicircle (or Wigner) law. This is the fundamental statement in the spectral theory of large random matrices.

We deal in frameworks of the resolvent and moments approaches and give two proofs of the semicircle law. Then we formulate the theorems that can be regarded as generalizations and improvements of this statement. In particular, we show the relevance of these two techniques in the studies of local properties of the eigenvalue distribution inside and outside of the limiting spectra.

We try not to overload these notes with technical details; our main task is to make the reader familiar with key points of the reasonings. Therefore we do not present the complete proofs of the improvements of the Wigner semicircle law.
Introduction.
Motivations and Generalities

Random Matrices and their Use. Random matrices are in extensive use in various fields of theoretical physics (in particular, in models of disordered solid state and chaotic systems, statistical mechanics, quantum field theory). The mathematical contents of random matrices is rich and provides structures of fairly general type (for example, see the book-length review [22]). Graph theory, classical compact groups, orthogonal polynomials, integral equations, non-commutative probability theory, combinatorics are enriched due to the studies of random matrix properties. We refer the reader to recent papers and reviews, for example [9, 20, 24, 29], to get acquainted with references to recent results and various applications of random matrices.

What is important that under “random matrices” we mean here matrices whose entries are of the same order of magnitude. One of the examples is given by random matrices

\[(0.1)\quad A_N(x, y) = a(x, y), \quad x, y = 1, \ldots, N\]

with independent identically distributed random variables \(a(x, y)\).

The family of random matrices is vast and incorporates different ensembles whose probability distribution is chosen according to the model to be described.
To get some examples, one can consider such representatives of (0.1) as the set \( \mathbb{U}_N \) of all unitary matrices \( U_N \). The compact group \( \mathbb{U}_N \) supplied with the Haar measure becomes the probability space.

Another example of extensively studied family of ensembles is given by random Hermitian \( N \times N \) matrices \( M_N \) whose probability distribution \( P_N \) is invariant under unitary transformations of \( \mathbb{C}^N \). In particular, one can consider \( P_N \) with the density

\[
(0.2) \quad p(M_N) = Z_N^{-1} \exp\{-N \operatorname{Tr} V(M_N)\},
\]

where \( Z_N \) is the normalization constant and \( V(t) \) is a function from a suitable class.

In the last two examples the matrices \( U_N \) and \( M_N \) have entries that are strongly correlated between themselves. Nevertheless, for these classes there exist explicit form of the joint probability distribution of eigenvalues of these matrices (see, e.g., [22]). This allows one to get into deep details in their study.

**Our goals.** In present lectures we would like to present the tools that can be used when the explicit form of the eigenvalue distribution of matrices (0.1) is unknown. For example, this takes place when \( \{a(x, y)\} \) are independent arbitrarily distributed random variables. This family of random matrices was the first under consideration (see [30]) and the semicircle law was first established for it in the limit \( N \to \infty \). It concerns the limiting distribution of eigenvalues that is given, broadly speaking, by a rather massive (comparing with \( N \)) part of the whole collection of eigenvalues. This asymptotic regime is known as the global one.

More detailed properties of the spectrum (in other words, those that are determined by more local regimes than that given by the semicircle law) have not been studied in this case of arbitrarily distributed \( \{a(x, y)\} \).

Our aim is to present here several results on the distribution of eigenvalues of \( A_N \) in the limit \( N \to \infty \). We describe two main techniques to prove the semicircle law. They are based on the classical resolvent and the moment approaches of the spectral theory of operators. In the global asymptotic regime these two approaches are equivalent.

However, their use in local regimes is no more classical and require essential modifications. We develop necessary modifications and show that these two approach are complementary in the studies of the inner and outer parts of the limiting spectra (i.e., the support of the semicircle distribution), respectively.

**Organization of these Lecture Notes.** To give more clear account on our ideas, we consider the ensemble of gaussian random matrices as our main
subject. Namely, we consider the case of real symmetric random matrices with independent entries that have joint Gaussian distribution; the ensemble we are based on is known as the Gaussian Orthogonal Ensemble of random matrices (GOE). Together with its Hermitian analogue abbreviated by GUE, these two ensembles represent the principal subject of random matrix theory. They are the most deeply studied and they are the easiest to verify one or another conjecture about the random matrix properties.

We prove the semicircle law by using the moment and the resolvent approaches in lectures 1 and 2, respectively. Then we turn to improvements of the semicircle law inside of the limiting spectrum and outside of it. Lectures 3 and 4 are devoted to these considerations.

We give a brief account on results that are similar to the semicircle law but are derived for other ensembles of random matrices.

Although our main attention in this addition is devoted to random matrices with independent entries, we formulate analogues of several statements valid also in the case of Gaussian correlated random variables.

Acknowledgements. These lecture notes represent amended and enlarged version of the notes prepared for the MSRI Program ”Random Matrix Models and Their Applications” (Spring-Summer 1999). The authors are grateful to A. Its, P. Bleher, and H. Widom and other organizers for their kind invitation to participate the workshops and for financial support.
In this lecture we prove the semicircle law for random symmetric matrices $A_N$ whose entries are jointly independent (excepting the symmetry) real random variables. This statement concerns the eigenvalue distribution of the ensemble $\{A_N\}$ in the limit $N \to \infty$.

We consider real symmetric matrices in order to simplify computations. The same result is valid for Hermitian random matrices. Also for simplicity, we start with the case when the entries of $A_N$ have joint Gaussian distribution.

Our aim is to describe two general approaches of the proof in the shortest and simplest way that makes the ideas clear. That is why we are related in this lecture only with the Gaussian ensemble $\{A_N\}$. Generalizations of $\{A_N\}$ and their properties will be considered further on.

**Definition of GOE.** Thus, we consider an $N \times N$ matrix with entries

$$A_N(x, y) = a(x, y), \quad 1 \leq x \leq y \leq N$$

that is real and symmetric

$$A_N(x, y) = A_N(y, x).$$

We assume that any collection $\{a(x, y)\}_{1 \leq x \leq y \leq N}$ is a family of random variables whose joint distribution is the one of Gaussian independent random variables.
We also assume \( a(x, y), x < y \) to be identically distributed. The same concerns random variables \( a(x, x) \). More precisely, we write that

\[
E a(x, y) = 0, \quad E a(x, y)^2 = \begin{cases} v^2, & \text{if } x \neq y; \\ 2v^2, & \text{if } x = y, \end{cases}
\]

where \( E \) denotes the mathematical expectation with respect to the measure generated by the family \( \{a(x, y), x \leq y\}_{x,y=1}^{N} \). In fact, one can determine all random variables \( a(x, y), x, y \in \mathbb{N} \) on the same probability space. In this case \( E \) also denotes corresponding mathematical expectation.

One can rewrite the last condition of (1.1) in the form

\[
E a(x, y) a(s, t) = v^2 (\delta_{xs} \delta_{yt} + \delta_{xt} \delta_{ys}),
\]

where \( \delta \) is the Kronecker \( \delta \)-symbol:

\[
\delta_{xy} = \begin{cases} 1, & \text{if } x = y, \\ 0, & \text{if } x \neq y. \end{cases}
\]

Given (1.2), it is convenient to write the distribution of \( \{A_N\} \) in a compact form:

\[
P(A_N) = \frac{1}{Z_N} \exp \left\{ -\frac{1}{4v^2} \text{Tr} A_N^2 \right\},
\]

where \( Z_N \) is the normalization constant:

\[
Z_N = \int \exp \left\{ -\frac{1}{4v^2} \text{Tr} A_N^2 \right\} \prod_{1 \leq x \leq y \leq N} da(x, y).
\]

Indeed, one can easily observe that

\[
P(A_N) = \frac{1}{Z_N} \prod_{1 \leq x < y \leq N} \exp \left\{ -\frac{1}{2v^2} a(x, y)^2 \right\} \prod_{1 \leq x \leq N} \exp \left\{ -\frac{1}{4v^2} a(x, x)^2 \right\} = \frac{1}{Z_N} \exp \left\{ -\frac{1}{4v^2} \sum_{1 \leq x < y \leq N} a(x, y)^2 - \sum_{1 \leq x = y \leq N} a(x, x)^2 \right\}
\]

\( (a(x, y) = a(y, x)) \)

\[
= \frac{1}{Z_N} \exp \left\{ -\frac{1}{4v^2} \sum_{x,y=1}^{N} a(x, y)^2 \right\} = \frac{1}{Z_N} \exp \left\{ -\frac{1}{4v^2} \text{Tr} A_N^2 \right\}
\]

which is (1.3).

Definition (1.3) shows that the distribution \( P(A_N) \) is invariant under the orthogonal transformations of \( \mathbb{R}^N \). Therefore the ensemble described is known as the Gaussian Orthogonal Ensemble (GOE) of random matrices.
See the book [22] for the history and basic results on eigenvalue distribution of this and other ensembles of random matrices. The introductory article [31] is recommended for those who are interested in combinatorics of matrix integrals.

**Eigenvalue distribution function.** The eigenvalue distribution of real symmetric (or complex hermitian) \( N \times N \) matrix \( H_N \) is described by the function

\[
\sigma(\lambda; H_N) = \frac{1}{N} \# \{ \lambda_j^{(N)} \leq \lambda \},
\]

where \( \lambda_1^{(N)} \leq \cdots \leq \lambda_N^{(N)} \) are the eigenvalues of \( H_N \). This function is called the normalized eigenvalue counting function (NCF) of the matrix \( H_N \). It is clearly a step-like function increasing from 0 to 1.

In mathematical literature, one can meet also the term *empirical eigenvalue distribution function*. This term seems somewhat misleading (because we consider \( \sigma \) determined for a matrix \( A_N \) but not for the sum over \( N \) samples). In our notes we keep the term NCF common for the spectral theory.

Given a random matrix \( A_N \), the corresponding function \( \sigma(\lambda; A_N) \) is random. The semicircle law first proved by Wigner [30] states that the NCF of the matrix

\[
A_N(x,y) = \frac{1}{\sqrt{N}} A_N(x,y)
\]

weakly converges in average as \( N \to \infty \) to a nonrandom distribution:

\[
\lim_{N \to \infty} \sigma(\lambda; A_N) = \sigma_W(\lambda),
\]

whose density is given by

\[
\sigma_W'(\lambda) \equiv \rho_W(\lambda) = \begin{cases} \sqrt{4v^2 - \lambda^2}, & \text{if } |\lambda| \leq 2v, \\ 0, & \text{if } |\lambda| > 2v. \end{cases}
\]

Weak convergence in average means here that for any non-random function \( \phi(\lambda) \in C_0^\infty(\mathbb{R}) \),

\[
E \lim_{N \to \infty} \int_{\mathbb{R}} \phi(\lambda) \, d\sigma(\lambda; A_N) = \int_{\mathbb{R}} \phi(\lambda) \, d\sigma_W(\lambda).
\]

As it was mentioned above, we will prove this statement twice by two different approaches.
1. GOE and the Semicircle Law

**Moment relations approach.** We describe first the method used by Wigner in the proof of the semicircle law (see [30] and [7, 26] for the source and for improvements of the method, respectively). Here one is interested in the asymptotic behavior of the moments

\[ M_j^{(N)} = E \int_{\mathbb{R}} \lambda^j \, d\sigma_N(\lambda) \]

of the measure

\[ d\sigma_N(\lambda) \equiv d\sigma(\lambda; A_N). \]

Let us note that due to the definition (1.4) of the NCF, we simply have that

\[ M_j^{(N)} = E \frac{1}{N} \text{Tr} A_N^j \equiv E \mathcal{A}_N, \]

where we denote the normalized trace of a matrix \( A_N \) by angle brackets:

\[ \langle A_N \rangle \equiv \frac{1}{N} \text{Tr} A_N. \]

Basing on computations that are somewhat different from the original technique by Wigner, we will derive the relations

\[ \lim_{N \to \infty} M_j^{(N)} = m_j = \begin{cases} t_k \sigma^2, & \text{if } j = 2k, \\ 0, & \text{if } j = 2k + 1, \end{cases} \]

where \( t_k, k \in \mathbb{N} \) are given by the recurrence relations

\[ t_0 = 1, \]

\[ t_k = \sum_{j=0}^{k-1} t_{k-1-j} t_j. \]

Then we will show that (1.6) is equivalent to (1.5).

**Resolvent approach.** Another method to study the limiting NCF is related to the resolvent \( G_N(z) = (A_N - z)^{-1} \). It is not hard to see that its normalized trace is simply the Stieltjes transform of \( \sigma_N(\lambda) \):

\[ g_N(z) \equiv \frac{1}{N} \text{Tr} G_N(z) = \int_{\mathbb{R}} \frac{d\sigma_N(\lambda)}{\lambda - z}. \]

In these terms, convergence (1.5) means that for all \( z \in \mathbb{C}_\pm = \mathbb{C} \setminus \mathbb{R}, \)

\[ \lim_{N \to \infty} E g_N(z) = f_W(z), \]

where \( f_W(z) \) is the Stieltjes transform of \( \sigma_W(\lambda) \):

\[ f_W(z) = \int_{\mathbb{R}} \frac{d\sigma_W(\lambda)}{\lambda - z}. \]
We will derive shortly that \( f_W(z) \) satisfies the equation
\[
(1.8) \quad f_W(z) = \frac{1}{-z - v^2 f_W(z)}.
\]
(1.8) is equivalent to (1.6b). This can be easily derived from the definition (1.7b) of \( f_W(z) \) as Stieltjes transform that implies the relation
\[
f_W(z) = \frac{1}{-z} \sum_{k=0}^{\infty} \frac{t_k v^{2k}}{z^k}.
\]

The proposition to consider \( g_N(z) \), that is the generating function of the moments \( M_j^{(N)} \), instead of the moments by themselves is due to V.Marchenko and L.Pastur who derived (1.8) as a by-product of their more general results [21]. The resolvent approach in random matrix theory was further developed by A.Khorunzhy and L.Pastur (see for example [17] and [18]).

The crucial step here is to consider the moments
\[
P_l^{(N)} = \mathbb{E}[g_N(z)]^l, \quad l \geq 1
\]
that are shown to satisfy an infinite system of relations resembling the system of equations for correlation functions of statistical mechanics. The idea to write such equations for random matrices dates back to F.Berezin [1]. Broadly speaking, Berezin showed that the moments \( P_l^{(N)} \) factorize to the powers of \( f_W(z) \). This fact leads to statements like (1.7).

Recently it was shown that for convergence (1.7) it is sufficient to consider the two first relations from this infinite hierarchy. This leads to a rather short proof of the semicircle law.

**Derivation of the moment relations.** We start with the moment approach to derive relations (1.6b). Gaussian random variables are rather convenient to deal with. One of the reasons is that if one has a centered Gaussian random variable \( \gamma \), then
\[
(1.9) \quad \mathbb{E} \gamma \phi(\gamma) = \mathbb{E} \gamma^2 \mathbb{E} \phi'(\gamma)
\]
for all non-random functions \( \phi \) such that the integrals in (1.9) exist. In the more general case of a vector \( \vec{\gamma} = (\gamma_1, \ldots, \gamma_m) \) of Gaussian random variables with zero average one has
\[
(1.10) \quad \mathbb{E} \gamma_j \phi(\vec{\gamma}) = \sum_{l=1}^{m} \mathbb{E} \gamma_j \gamma_l \mathbb{E} \frac{\partial \phi(\vec{\gamma})}{\partial \gamma_l}.
\]
As the simplest application, one can easily derive from (1.9) that
\[
\mathbb{E} \gamma^{2k} = \mathbb{E} \gamma \times \gamma^{2k-1} = v_2^k (2k - 1)!!,
\]
where \( v_2 = \mathbb{E} \gamma^2 \).
Let us now consider the moments

\[(1.11) \quad M^{(N)}_{2k} = N^{-1} \sum_{x,y=1}^{N} E A^{2k-1}_{N}(x,y) A_{N}(y,x).\]

Using (1.10), we can write that

\[(1.12) \quad \sum_{s,t=1}^{N} E A_{N}(y,x) A_{N}(s,t) E \frac{\partial A^{2k-1}_{N}(x,y)}{\partial A_{N}(s,t)}.\]

It is obvious that

\[\frac{\partial A^{2k-1}_{N}(x,y)}{\partial A_{N}(s,t)} = \sum_{l=0}^{2k-2} A^{2k-2-l}_{N}(x,s) A^{l}_{N}(t,y).\]

Using (1.2) and substituting these relations into the right-hand side of (1.12), we obtain that

\[\sum_{s,t=1}^{N} E A^{2k-1}_{N}(y,x) A_{N}(s,t) E \frac{\partial A^{2k-1}_{N}(x,y)}{\partial A_{N}(s,t)} = v^{2} 2k - 2 \sum_{l=0}^{2k-2} E \left[ A^{2k-2-l}_{N}(x,x) A^{l}_{N}(y,y) + A^{2k-2-l}_{N}(x,y) A^{l}_{N}(x,y) \right].\]

Regarding the sum over \(y\) in (1.11) and taking into account the symmetry condition \(A_{N}(x,y) = A_{N}(y,x)\), we can write that

\[\sum_{y=1}^{N} \sum_{l=0}^{2k-2} A^{2k-2-l}_{N}(x,y) A^{l}_{N}(x,y) = (2k - 1) A^{2k-2}_{N}(x,x).\]

Thus, we derive relation

\[(1.13) \quad M^{(N)}_{2k} = v^{2} \sum_{l=0}^{2k-2} E \left[ A^{2k-2-l}_{N} \langle A_{N}^{l} \rangle + v^{2} \frac{2k - 1}{N} M^{(N)}_{2k-2} \right].\]

One can rewrite this equality in the form

\[(1.14) \quad M^{(N)}_{2k} = v^{2} \sum_{l=0}^{2k-2} M^{(N)}_{2k-2-l} M^{(N)}_{l} + v^{2} B^{(N)}_{2k-2} + v^{2} \frac{2k - 1}{N} M^{(N)}_{2k-2},\]

where

\[(1.15) \quad B^{(N)}_{2k-2} = \sum_{l=0}^{2k-2} \left[ E \langle A^{2k-2-l}_{N} \rangle \langle A_{N}^{l} \rangle - E \langle A^{2k-2-l}_{N} \rangle E \langle A_{N}^{l} \rangle \right].\]

Now, if one assumes that

\[(1.16) \quad B^{(N)}_{2k-2} = o(M^{(N)}_{2k-2}) \text{ as } N \to \infty,\]
and accept that

\[ M_{2k+1}^{(N)} = 0, \]  

(1.16)

then one can easily derive (1.6) from (1.13).

(1.16) follows immediately from the observation that for any particular values of the variables \( \{y_i\} \)

\[ \mathbb{E} a(x, y_1) \cdots a(y_{2k}, x) = 0 \]

as the average of the product of an odd number of gaussian random variables.

Relation (1.15) reflects the property of selfaverageness of the moments \( M_j^{(N)} \). In Lecture 4 we will show that the much more powerful estimate

\[ B_{2k-2}^{(N)} \leq \frac{(2k + 2)^{2\alpha}}{N^2} M_{2k-2}^{(N)}, \quad \alpha > 1 \]  

(1.17)

holds for all \( k \ll N^{2/3} \) as \( N \to \infty \). This will lead to estimates of the norm of \( A_N \) and other important consequences.
Proof of the Semicircle Law

Now let us turn to the proof of (1.7) for GOE. We follow the scheme developed in [17, 18] and modified in [11].

We will use twice the resolvent identity

\[ G - G' = -G(H - H')G', \]
\[ G = (H - z)^{-1}, \quad G' = (H' - z)^{-1}, \]
that is true for hermitian matrices \( H \) and \( H' \) of the same dimension and \( z \in \mathbb{C}_\pm \).

Regarding (2.1) with \( H = A_N \) and \( H' = 0 \), we obtain the relation

\[ G_N(x, x') = \zeta \delta_{x,x'} - \zeta \sum_{y=1}^{N} G_N(x, y) A_N(y, x'), \]

where \( G_N = (A_N - z)^{-1} \), \( \zeta \equiv (-z)^{-1} \) and \( \delta_{x,y} \) is the Kronecker \( \delta \)-symbol. We are interested in the average value of the normalized trace \( g_N(z) = N^{-1} \text{Tr} G_N \). It is clear that

\[ \mathbb{E} g_N(z) = \zeta - \zeta \frac{1}{N} \sum_{x,y} \mathbb{E} G_N(x, y) A_N(y, x). \]

Now we can apply (1.10) to the last average from (2.2) and obtain the relation

\[ \mathbb{E} G_N(x, y) A_N(y, x) = \sum_{s, t=1}^{N} \mathbb{E} A_N(y, x) A_N(s, t) \mathbb{E} \frac{\partial G_N(x, y)}{\partial A_N(s, t)}. \]
One can easily deduce from (2.1) that
\begin{equation}
\frac{\partial G_N(x,y)}{\partial A_N(s,t)} = -G_N(x,s)G_N(t,y).
\end{equation}
Indeed, it is sufficient to consider (2.1) with $H' = A_N$ and
\[ H(x',y') = A_N(x',y') + \Delta \delta_{x',s}\delta_{y',t} \]
and to find the ratio $(G - G')/\Delta$ in the limit $\Delta \to 0$.

Remembering definition (1.2) and using (2.3), we obtain that
\begin{equation}
E g_N(z) = \zeta + \zeta v^2 \sum_{x,y} E \left[ G_N(x,x)G_N(y,y) + G_N(x,y)G_N(x,y) \right].
\end{equation}

One can rewrite this relation in the form
\begin{equation}
E g_N(z) = \zeta + \zeta v^2 E[g_N(z)]^2 + \frac{v^2}{N} E \Phi^1_N(z),
\end{equation}
where $\Phi^1_N(z) = \langle G_N^2(z) \rangle \equiv N^{-1} \text{Tr} G_N^2(z)$. We see that the first moment of $g_N(z)$ is expressed via the second moment of this variable added by the terms vanishing in the limit $N \to \infty$.

Indeed, elementary estimates
\begin{equation}
\langle G_N^2(z) \rangle \leq \| G_N^2(z) \| \leq \| G_N(z) \|^2 \leq \frac{1}{|\text{Im } z|^2}
\end{equation}
show that $\left| \Phi^1_N(z) \right| = O(1)$ as $N \to \infty$.

Having (2.5), we can proceed by two ways.

The first approach inspired by the work of Berezin [1] is to derive an infinite system of recurrence relations for the moments $L_k^{(N)} = E[g_N(z)]^k$, $k \geq 2$. This method has been developed in [17, 18] and extensively used for various ensembles of random matrices and random operators (see, for example [14, 15]).

The second approach proposed in [11] represents a shortened version of the method of infinite system of relations. Loosely speaking, it uses only the two first relations and lead to a fairly short proof of the semicircle law. This shortened version has been widely applied in the studies of random matrix eigenvalue distribution [5, 16, 19, 25]. This approach seems to be unavoidable in the studies of smoothed eigenvalue density and its fluctuations [2]. However, certain passages can appear as somewhat tricky things in this shortened version. Thus, we start with the discussion of the infinite system method.
Infinite System Approach \cite{17,18}. One can derive a system of relations for the moments $L_k^{(N)} = \mathbb{E}[g_N(z)]^k$ subsequently applying to the last factor in $L_k$ relations (2.2), (1.10), and (2.3). Then one obtains for $k \geq 2$

$$\mathbb{E}[g_N(z)]^k = \zeta \mathbb{E}[g_N(z)]^{k-1} + \zeta v^2 \mathbb{E}[g_N(z)]^{k+1} + \frac{v^2}{N} \mathbb{E} \Phi_N^{(k)}(z) + \frac{v^2}{N} \mathbb{E} \Phi_N^{(k)}(z),$$

where

$$\Phi_N^{(k)}(z) = [g_N(z)]^{k-1}(G^2_N(z)),$$

$$\Phi_N^{(k)}(z) = \frac{k}{N}[g_N(z)]^{k-2}(G^3_N(z)).$$

Thus for the moments $L_k$ we have the relations

$$(2.7) \quad L_k^{(N)} = \zeta \delta_{k,1} + (1 - \delta_{k,1}) \zeta L_{k-1}^{(N)} + \zeta v^2 L_{k+1}^{(N)} + \Psi_N^{(k)}(z),$$

where, according to estimates (2.6),

$$(2.8) \quad \left|\Psi_N^{(k)}(z)\right| \leq \frac{v^2}{\eta^k N} \left(1 + \frac{k}{N}\right).$$

It is not hard to see that (2.7) can be rewritten in a vector form

$$(2.9) \quad \vec{L}^{(N)} = \vec{l} + T_z \vec{L}^{(N)} + \vec{\Psi}^{(N)},$$

where $\vec{l}_k = \delta_{k,1} \zeta$ and

$$[T_z \vec{e}]_k = (1 - \delta_{k,1}) \zeta e_{k-1} + v^2 \zeta e_{k+1}.$$

Now it is not hard to show that

$$\|T_z\| \leq \eta + \frac{v^2}{\eta}.$$

Therefore for $\eta > 2v$ one has $\|T_Z\| < 1$. Introducing the equation

$$(2.10) \quad \vec{L}' = \vec{l} + T_z \vec{L}',$$

that obviously has one solution, one can easily deduce from (2.9) and (2.10) that

$$\left\|\vec{L}^{(N)} - \vec{L}'\right\| = O(N^{-1}).$$

This proves convergence (1.7).

Short Proof of the Semicircle Law \cite{10}.

**Proof.** Denoting $\mathbb{E} g_N(z) \equiv f_N(z)$ and regarding that $\sum_y G_N(x,y)G_N(x,y) = G^2_N(x,y)$, we derive our first main relation

$$(2.11) \quad f_N(z) = \zeta + \zeta v^2 f_N^{(k)}(z) + \Phi_N(z) + \Psi_N(z),$$

where

$$\Phi_N(z) = \frac{v^2}{N} \mathbb{E}(G^2_N(z)).$$
2. Proof of the Semicircle Law

and

\[ \Psi_N(z) = \mathbb{E}_N g_N(z) g_N(z) - \mathbb{E}_N g_N(z) \mathbb{E}_N g_N(z). \]

We see that (2.11) has a form close to (1.8) and all that we need is to show that \( \Phi_N(z) \) and \( \Psi_N(z) \) vanish as \( N \to \infty \).

The first condition is fulfilled for \( z \in \mathbb{C}_{\pm} \) because

\[ \langle G^2_N(z) \rangle \leq \| G^2_N(z) \| \leq \| G_N(z) \|^2 \leq \frac{1}{|\text{Im } z|^2}. \]

Thus,

\[ |\Phi_N(z)| \leq \frac{v^2}{N\eta^2}, \]

where we have denoted \( \eta := |\text{Im } z| \).

The second condition reflects the selfaveraging property of \( g_N(z) \). We are going to prove below that

\[ \mathbb{E} |g_N - \mathbb{E} g_N(z)|^2 \leq \frac{4v^2}{\eta^2 N^2} \]

provided \( \eta \geq 4v^2 \). Then (1.7) will be proved.

Let us introduce the centered random variable

\[ g^\circ(z) = g(z) - \mathbb{E} g(z) \]

(we omit subscript \( N \) when no confusion can arise). It is easy to see that

\[ \mathbb{E} g^\circ(z_1) g^\circ(z_2) = \mathbb{E} g^\circ(z_1) g(z_2). \]

Slight modification of (2.2) reads as

\[ \mathbb{E} g^\circ(\hat{z}) g(z) = -\frac{1}{N} \sum_{x,y} \mathbb{E} g^\circ(\hat{z}) G(x,y) A_N(x,y). \]

The first term of the right-hand side vanishes because \( \mathbb{E} g^\circ = 0 \).

Using once more (1.10), one can write that

\[ \mathbb{E} g^\circ(\hat{z}) G(x,y) A_N(x,y) = \sum_{s,t=1}^N \mathbb{E} A_N(y,x) A_N(s,t) \]

\[ \times \left\{ \mathbb{E} g^\circ(\hat{z}) \frac{\partial G_N(x,y)}{\partial A_N(s,t)} + \mathbb{E} G_N(x,y) \frac{\partial g^\circ(\hat{z})}{\partial A_N(s,t)} \right\}. \]

The first derivative in the curly brackets is already computed. The second gives

\[ \frac{\partial g^\circ(\hat{z})}{\partial A_N(s,t)} = \frac{\partial g(\hat{z})}{\partial A_N(s,t)} = -\frac{1}{N} \sum_{u=1}^N G(u,s) G(t,u) = -\frac{1}{N} \hat{G}^2(t,s), \]

where \( \hat{G} \equiv G_N(\hat{z}) \).
After some simple manipulations, we derive our second main relation
\begin{equation}
\begin{aligned}
\mathbb{E} g^\circ(\hat{z}) g(z) &= \zeta v^2 \mathbb{E} g^\circ(\hat{z}) g(z) g(z) \\
&\quad + \zeta v^2 \mathbb{E} g^\circ(\hat{z}) \langle G^2 \rangle \\
&\quad + \zeta^2 v^4 \mathbb{E} \langle \hat{G}^2 G \rangle.
\end{aligned}
\end{equation}

All that we need now is the identity
\begin{equation}
\begin{aligned}
\mathbb{E} g^\circ(\hat{z}) g(z) g(z) &= \mathbb{E} g^\circ(\hat{z}) g(z) \mathbb{E} g(z) + \mathbb{E} g^\circ(\hat{z}) g^\circ(z) g(z)
\end{aligned}
\end{equation}
and the fact that \( g(\bar{z}) = g(z) \).

Regarding (2.15) with \( \hat{z} = \bar{z} \), we derive that
\begin{equation}
\begin{aligned}
\mathbb{E} |g^\circ(z)|^2 &\equiv \mathbb{E} g^\circ(\hat{z}) g(z) \\
&\leq |\zeta| v^2 \mathbb{E} g^\circ(\hat{z}) g(z) |\mathbb{E} g(z)| + |\zeta| v^2 \mathbb{E} g^\circ(\hat{z}) g^\circ(z) |g(z)| \\
&\quad + \frac{|\zeta| v^2}{N} \mathbb{E} |g^\circ(\hat{z})| \langle G^2 \rangle \\
&\quad + \frac{2|\zeta| v^4}{N^2} \mathbb{E} \left| \langle \hat{G}^2 G \rangle \right|.
\end{aligned}
\end{equation}

Using estimates similar to (2.12), we obtain that
\begin{equation}
\begin{aligned}
\mathbb{E} |g^\circ(z)|^2 &\leq 2v^2 \eta^{-1} \mathbb{E} |g^\circ(z)|^2 + \frac{v^2}{N \eta^3} \left[ \mathbb{E} |g^\circ(z)|^2 \right]^{1/2} + \frac{2v^2}{N^2 \eta^4}.
\end{aligned}
\end{equation}
This implies (2.14). The semicircle law (1.7) is proved for GOE. \( \square \)

Let us make several important remarks here.

**Remark.** The first observation is that the estimate (2.6) indicates fairly fast decreasing of the variance of the random variable
\begin{equation}
g_N(z) = \frac{1}{N} \sum_{x=1}^{N} G_N(x, x; z)
\end{equation}
as \( N \to \infty \). It follows from (2.6) and the Borel-Cantelli lemma that \( g_N(z) \) converges to a non-random limit (actually, \( f_W(z) \)) with probability 1. Let us stress that in the classical probability theory the variance of the sum of independent random variables \( S_N = (\xi_1 + \cdots + \xi_N) N^{-1} \) that is analogous to (2.17) is of the order \( N^{-1} \). The difference is that in (2.17) we have a sum of dependent random variables \( G_N(x, x; z) \). Let us note that (2.13) is a consequence of the more powerful statement that the centered random variable
\begin{equation}
\gamma_N(z) = \text{Tr} G_N(z) - \mathbb{E} \text{Tr} G_N(z)
\end{equation}
converges in distribution to a gaussian random variable as \( N \to \infty \). We discuss this property in more details in Lecture 4.

**Remark.** The next remark is related to the observation that estimates (2.13) and (2.14) show that in (2.11) terms \( \Phi_N(z) \) and \( \Psi_N(z) \) vanish not only for \( \eta > \eta_0 \) but also for \( z \) with imaginary part vanishing at the same time.
as $N$ increases. This implies serious consequences concerning the smoothed eigenvalue density of large random matrices. In particular, one can trace out the proof of a version of the famous universality conjecture for local properties of random matrix spectra. We address this topic also in Lecture 4.

Now let us discuss generalization of the semicircle law to the case of random matrices with arbitrary distributed random entries $a(x,y)$.

The first ensemble generalizing GOE is the \textit{Wigner ensemble} of random real symmetric matrices

$$W_N(x,y) = \frac{1}{\sqrt{N}} w(x,y), \quad x, y = 1, \ldots, N$$

whose entries are jointly independent random variables satisfying conditions (1.1). We do not assume the probability distribution functions

$$P_{(x,y)}(\xi) = \text{Prob}\{w(x,y) \leq \xi\}$$

are the same and have a special form. In fact, one can consider here the more general case when the distributions $P_{(x,y)}^{(N)}$ can be dependent on $N$. In this case it should be pointed out that the set of random variables \{\(w_N(x,y)\)\}_{1 \leq x \leq y \leq N} is determined on the same probability space.

To complete preparations, let us introduce notations for the moments of $w_N(x,y)$

$$V_j^{(N)}(x,y) = \int_{-\infty}^\infty \xi^j \, dP_N(x,y).$$

\textbf{Theorem 2.1.} Let us consider the ensemble

$$H_N = h_N + W_N,$$

where $h_N$ is a sequence of non-random matrices such that there exists the limit

$$\mu(\lambda) = \lim_{N \to \infty} \sigma(\lambda; h_N).$$

Let $P_{(x,y)}^{(N)}$ satisfy the Lindeberg condition

$$\lim_{N \to \infty} \frac{1}{N^2} \sum_{x,y=1}^N \int_{\tau \sqrt{N}}^\infty \xi^2 \, dP_{(x,y)}^{(N)}(\xi) = 0 \quad \forall \tau > 0.$$

Then the Stieltjes transform

$$g_N^{(1)}(z) = \int_{-\infty}^\infty \frac{d\sigma(\lambda; H_N)}{\lambda - z}$$

converges in probability as $N \to \infty$ to a nonrandom function $f_h(z)$ that satisfies the equation

$$f_h(z) = \int_{-\infty}^\infty \frac{d\mu(\lambda)}{\lambda - z - v^2 f_h(z)}.$$
This statement is somewhat more general than the theorem proved by Pastur [23]. He considered $H_N$ with a diagonal non-random part $h_N$ and the conditions imposed on $P_N$ were a bit restrictive than (2.18) but also close to the Lindeberg conditions.

Another generalization of GOE is given by the real symmetric matrices $\Gamma_N$

$$\Gamma_N(x, y) = \frac{1}{\sqrt{N}} \gamma(x, y),$$

where random variables $\gamma(x, y), \ x \leq y$ have joint Gaussian distribution with zero average and covariance

$$\mathbf{E} \gamma(x, y)\gamma(s, t) = V(x, s)V(y, t) + V(x, t)V(y, s),$$

where $V$ is a symmetric and non-negatively defined matrix.

**Theorem 2.2.** [3] Let the matrices

$$V_N(x, y) = \begin{cases} V(x, y), & \text{if } x \leq N \text{ and } y \leq N, \\ 0, & \text{otherwise} \end{cases}$$

be bounded

$$\|V_N\| \leq v$$

and satisfy condition

$$\lim_{N \to \infty} \sigma(\lambda; V_N) = \nu(\lambda).$$

Then the Stieltjes transform

$$g_N^{(2)} = \int_{-\infty}^{\infty} d\sigma(\lambda; \Gamma_N)\lambda - z$$

converges with probability 1 to a nonrandom function $f_2(z)$ given by

$$f_2(z) = \int_{0}^{v} \frac{d\nu(\lambda)}{-z - \lambda\phi(z)}$$

and $\phi(z)$ satisfies the equation

$$\phi(z) = \int_{0}^{v} \frac{\lambda d\nu(\lambda)}{-z - \lambda\phi(z)}.$$
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In the spectral theory of random matrices, the universality conjecture can be regarded as the most challenging problem. It concerns the local spectral characteristics of large random matrices.

In paper [11] we developed an approach to study the asymptotic regime that can be called semi-local, or mesoscopic. The subject under consideration is the eigenvalue distribution function smoothed over the intervals $\Delta_N$ of the length $1 \ll \Delta_N \ll N$, $N \to \infty$. In papers [2, 4] we proved limiting theorems that reflect the universality property of the smoothed eigenvalue density of large random matrices.

In this lecture we present theorems of papers [11] and [2] and describe briefly the scheme of their proofs.

It is not hard to see that the Stieltjes transform $f_N(z)$ with $\text{Im } z = \varepsilon > 0$ effects the control of the eigenvalues that are situated in the vicinity of the interval $(\lambda - \varepsilon, \lambda + \varepsilon)$. It becomes clear if one consider $\text{Im } f_N(\lambda + i \varepsilon)$ as a smoothing of the measure $d\sigma_N(\lambda)$:

$$\text{Im } f_N(\lambda + i \varepsilon) = \int \frac{\varepsilon}{(\lambda - \mu)^2 + \varepsilon^2} d\sigma_N(\mu) \equiv \int \varphi_{\varepsilon, \lambda}(\mu) d\sigma_N(\mu).$$

In these terms, the limiting transition $N \to \infty$ for random variable $f_N(\lambda + i \varepsilon)$ with given positive $\varepsilon$ can be regarded as the global spectral characteristics, i.e. as the variable related with $O(N)$ eigenvalues of $A_N$. 
Indeed, the variable
\[
\sigma(\lambda + \varepsilon; A_N) - \sigma(\lambda - \varepsilon; A_N),
\]
\[|\lambda| < 2v\]
is also global because it involves \(O(N)\) eigenvalues of \(A_N\).

If one is interested in more detailed description of the limiting eigenvalue distribution of \(A_N\), it is natural to study the limit of \(f_N(\lambda + i \varepsilon_N)\), where \(\varepsilon_N \to 0\) at the same time as \(N\) infinitely increases. We call the variable
\[
\xi_N(\lambda) := \text{Im} f_N(\lambda + i \varepsilon_N)
\]
the smoothed or regularized eigenvalue density.

In these studies, one can separate two regimes that are fairly different. The asymptotic regime that correspond to the case of \(\varepsilon_N = O(N^{-1})\) is known as the local one. The regime intermediate between the global and local ones can be described as \(\varepsilon_N = N^{-\alpha}\) with \(0 < \alpha < 1\). According to the theoretical physics terminology, it can be called the mesoscopic regime.

In this lecture we are going to discuss the proof and several consequences of the following statements.

**Theorem 3.1 ([11]).** Consider the GOE \(A_N\) and the resolvent \(G_N(z) = (A_N - z)^{-1}\). Then convergence in average
\[
(3.1) \quad \lim_{N \to \infty} E \frac{1}{N} \text{Tr} G_N(\lambda + i N^{-\alpha}) = -\frac{\lambda}{2v^2} + i \frac{\sqrt{4v^2 - \lambda^2}}{2v^2}
\]
holds provided \(0 < \alpha < 1\) and \(|\lambda| < 2v\).

Let us look once more at the scheme presented in Lecture 2. It is clear that it does not work directly because one does not have any more estimates of the type (2.5). Then the relation (2.8) cannot be reduced to inequality (2.9) that gives the estimate of the variance \(E |g|^2\) by itself multiplied by \(E |g|\) is out of use. As a consequence, one cannot derive (2.7) from (2.9). Therefore the proof of Theorem 3.1 requires essential modifications of the approach.

To do this, we have to pass back from the short scheme described in Lecture 2 to the infinite system of relations inspired by the idea of Berezin. Let us explain now how it has to be modified.

The estimate (2.6) and its consequence (2.8) allows one to consider only first \(k \leq k_0\) relations from the infinite system (2.7). The matter is that the infinite system of relations (2.7) and its finite counterpart are related via the term \(L_{k_0}\). If one consider a new system of \(k_0\) relations of the form (2.7) but with the term \(L_{k_0+1}\) removed in the relation number \(k_0\), this will change a little the first components of the solution of this equation with respect to
the first several moments \( L_k^{(N)} \). This is due to a priori estimate \(|L_k| \leq \eta^{-k}\).

The truncated system of \( k_0 \) relations is closed and can be solved uniquely. This procedure is in fact equivalent to that one described in Lecture 2 in the long scheme.

**Scheme of the proof of Theorem 3.1.** The first principal modification of the scheme of Lecture 2 is that we consider the part of (2.7) with \( k \geq k_0 > 1 \) and rewrite it in the form

\[
(3.2) \quad v^2 L_{k+1}^{(N)} = L_{k-1} - zL_k - \Psi_N^{(k)}.
\]

To simplify the description of the proof, let us assume that \( \text{Re} \, z = 0 \). Then under conditions of Theorem 3.1 relation (3.2) will have the form

\[
(3.3) \quad L_{k+1}^{(N)} = \frac{1}{v^2} L_{k-1} - \frac{i}{v^2 N^\alpha} L_k - \Psi_N^{(k)}.
\]

Since \( \text{Im} \, z = N^{-\alpha} \), we cannot use the absolute estimates as it is done in Lecture 2 (see estimate (2.8)). One should use the estimates with respect to \( L_k \).

Loosely speaking, the term \( \Psi_N^{(k)} \) can be estimated by \( N^{-\gamma} L_k^{(N)} \) with some \( \gamma > 0 \) (to make possible this estimate, we will need our second principal modification).

Using the fact that \( L_k \) enters into relation (3.3) with factor \( N^{-\gamma} \), one can reduce it by subsequent substitutions to the form

\[
(3.4) \quad L_{k+1}^{(N)} = \frac{1}{v^2} L_{k-1} + \sum_{l=1}^{k} \left( \frac{i}{v^2 N^\gamma} \right)^l L_{k-l+1} + \hat{\Psi}_N^{(k)}(z).
\]

Inequality (2.6) shows that \( L_1 \leq N^\alpha \), but it enters (3.4) with the factor \( N^{-k\gamma} \). This allows us to neglect the terms that increase provided \( k > k_0 \), where \( k_0 \) is sufficiently large.

The term \( \Psi_N^{(k)} \) involves the factors \( Eg_N^{k}(N) \) and cannot be directly estimated in terms of \( L_k^{(N)} \). To do this, we pass from complex variables \( g_N(z) \) to the real variables \( \xi = \lambda g_N(\lambda + iN^{-\alpha}) \geq 0 \) and \( \mu = \text{Re} \, g_N(\lambda + iN^{-\alpha}) \). This is the second modification of the general scheme. It seems to be a trivial one, but this is not completely right.

The matter is that consideration of the moments \( Eg_N^{k} \) leads to the necessity of consideration of the family of moments \( E \xi^p \mu^q \). Those with large number of \( q \) are difficult to estimate. Fortunately, we will need the family
of three types of moments

\[ W_k^{(N)} = E \xi_k^k, \]
\[ V_k^{(N)} = E \mu_{NS}^k \]
\[ U_k^{(N)} = E \mu_{NS}^2 \xi_k^k. \]

This family is closed and satisfies our conditions.

**Proof of Theorem 3.1.** Let us introduce the matrices

\[ B_\lambda = N^\alpha (A_N - \lambda I), \quad B = N^\alpha A_N, \]

and

\[ P = \frac{1}{1 + B_\lambda^2}, \quad Q_\lambda = \frac{B_\lambda}{1 + B_\lambda^2}. \]

Then

\[ \xi_N(\lambda) = P_\lambda^\alpha, \quad \mu = Q_\lambda^\alpha, \]

where for we denoted for \( N \)-dimensional matrix \( H_N \)

\[ H_N^\alpha = N^{\alpha - 1} \text{Tr} H_N. \]

It is not hard to derive that

\[ \frac{\partial P(x, y)}{\partial B(s, t)} = -P(x, s)Q(t, y) - P(x, t)Q(s, y) - Q(x, s)P(t, y) - Q(x, t)P(s, y) \]

and

\[ \frac{\partial Q(x, y)}{\partial B(s, t)} = P(x, s)P(t, y) + P(x, t)P(s, y) - Q(x, s)Q(t, y) - Q(x, t)Q(s, y) \]

These relations represent (2.3) rewritten for real and imaginary parts separately.

Using these relations and the formula (1.10) and regarding the identity

\[ P_\lambda = I - P_\lambda B_\lambda^2 \]

\[ = I + \lambda N^\alpha Q_\lambda - Q_\lambda B, \]

one can derive the system of relations

\[ W_{k+1} = \frac{1}{v^2} W_{k-1} + \frac{1}{v^2} V_{k-1} + U_{k-1} + \Gamma_1^{(N)}(k), \]

\[ V_{k+1} = -\frac{\lambda}{2v^2} W_{k+1} + \frac{1}{2v^2 N^\alpha} V_k + \Gamma_2^{(N)}(k), \]

and

\[ U_{k+1} = -\frac{\lambda}{2v^2} V_{k+1} + \frac{1}{2v^2 N^\alpha} U_k + \Gamma_3^{(N)}(k), \]
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where

\[
\begin{align*}
\Gamma_1^{(N)}(k) &= \frac{v^2}{N^{1-\alpha}} E \xi^{k-1}(P^\alpha_\lambda + Q^\alpha_\lambda) \frac{4v^2(k-1)}{N^{2-2\alpha}} E \xi^{k-2} P_\lambda Q^\alpha_\lambda, \\
\Gamma_2^{(N)}(k) &= -\frac{2v^2}{N^{1-\alpha}} E \xi^k P_\lambda Q^\alpha_\lambda - \frac{4v^2k}{N^{2-2\alpha}} E \xi^{k-1} P^2_\lambda Q^\alpha_\lambda, \\
\Gamma_3^{(N)}(k) &= -\frac{2v^2}{N^{1-\alpha}} E \mu^k P_\lambda Q^\alpha_\lambda - \frac{2v^2}{N^{1-\alpha}} E \xi^k (P^3_\lambda - P^2_\lambda Q^\alpha_\lambda).
\end{align*}
\]

(3.5) (3.6) (3.7)

It is easy to see that

\[
\begin{align*}
\left|\Gamma_1^{(N)}(k)\right| &\leq \frac{8(k-1)}{N^{2-2\alpha}} W_{k-1} + \frac{2}{N^{1-\alpha}} W_k + \frac{1}{N^{1-\alpha}} W_k,
\end{align*}
\]

and \(\Gamma_2^{(N)}(k)\) and \(\Gamma_3^{(N)}(k)\) can be estimated similarly. This estimate looks appropriate excepting the fact that we have in the right-hand side the term \(W_{k-1}\). To ensure that \(W_{k-1}\) can be estimated via \(W_k\), we prove the following simple statement.

**Lemma 3.2.** Under conditions of Theorem 3.1

\[
E \xi^2 \geq \frac{1}{2} \frac{4v^2 - \lambda^2}{4v^4} \equiv \frac{\pi \rho(\lambda)}{2}
\]

for large enough \(N\).

**Proof.** Let consider (3.5a) with \(k = 1\);

\[
E \xi^2 = v^{-2} + \lambda v^{-2} E \mu + E \mu^2 + \Gamma_1^{(N)}(1),
\]

where

\[
\left|\Gamma_1^{(N)}(1)\right| \leq 3N^{-\chi} E \xi \text{ with } \chi = \min\{\alpha; 1 - \alpha\}.
\]

Since \(|E \mu| \leq \sqrt{E \mu^2}\), then we can write that

\[
E \xi^2 \geq \left(\sqrt{E \mu^2} - \frac{\lambda}{2v^2}\right)^2 + \frac{4v^2 - \lambda^2}{4v^4} - \left|\Gamma_1^{(N)}(1)\right| \geq (\pi \rho)^2 - 3N^{-\chi} \sqrt{E \xi^2}.
\]

An important consequence of Lemma 3.1 is that

\[
w_k := (W_k)^{1/k} \geq \frac{\pi \rho}{2} \text{ and } W_k \leq W_{k+m} \left(\frac{2}{\pi \rho}\right)^m.
\]

Now we can derive from (3.5b) the relation

\[
V_k = -\frac{\lambda}{2v^2} W_{k-1} + \tilde{\Gamma}_2^{(N)}(k),
\]
where

$$\left| \tilde{\Gamma}^{(N)}(k) \right| \leq \left( 1 + \frac{\lambda}{2v^2} \right) \sum_{p=1}^{k-1} \left( \frac{1}{2v^2 N^\alpha} \right)^p W_{k-1} - p + \frac{1}{(2v^2 N^\alpha)^{k-1}} U_0$$

$$\leq \frac{1}{\pi \rho v^2 N^\alpha (1 - [\pi \rho v^2 N^\alpha]^{-1})} W_{k-1} + \frac{N^\alpha}{(2v^2 N^\alpha)^{k-1}}.$$ 

Thus,

$$V_k = -\frac{\lambda}{2v^2} W_{k-1}(1 + o(1)).$$

Similar computations lead to the relation

$$U_k = -\frac{\lambda}{2v^2} V_{k-1}(1 + o(1)).$$

Substituting these two last equalities into (3.5a) and treating it in the same way, one can obtain easily that

$$W_{k+1} = (\pi \rho)^2 W_{k-1} + 4N^{-\chi} W_k + \tilde{\Gamma}^{(N)}(k).$$

Then, an elementary procedure leads to the proof of convergences

$$E \xi \to \pi \rho,$$

$$E \mu \to -\frac{\lambda}{2v^2},$$

$$E \mu^2 \to \frac{\lambda^2}{4v^4}.$$ 

Theorem 3.1 is proved. \(\square\)

In this statement, the most important is the convergence of the smoothed density of eigenvalues

$$E \xi_N(\lambda) \equiv E \text{Im} \ g_N(\lambda + i N^{-\alpha}) \to \pi \rho(\lambda),$$

$$N \to \infty.$$ 

This relation plays a crucial role in the proof of the selfaveraging (or strong selfaveraging) property of the random variable \(\xi_N(\lambda)\) and in the proof of the universal behaviour of the correlation function \(E \xi_N(\lambda_1) \xi_N(\lambda_2)\) as well. Let us formulate the corresponding results.

**Theorem 3.3.** Under hypotheses of Theorem 3.1,

$$E \left| g^\circ(\lambda + i N^{-\alpha}) \right|^2 = O(N^{2-2\alpha}).$$ 

**Proof.** To explain the proof of this statement, let us consider relation (2.15) and assume once more that \(\lambda = 0\). Using identity

$$E g^\circ gg = 2E g^\circ g E g + E g^\circ g^\circ g^\circ,$$
we can rewrite (2.15) in the form
\[ 2v^2 E g^o g E g \leq \frac{1}{N^\alpha} E g^o g + \frac{1}{N^{1-\alpha}} E |g^o| + O \left( \frac{1}{N^{2-2\alpha}} \right). \]

If we have (3.6), it is not hard to derive from this inequality the estimate (3.7).

Finally, let us formulate the theorem about the fluctuations of the smoothed eigenvalue density of GOE. This is an analog of the central limit theorem.

**Theorem 3.4. [2]** Under hypotheses of Theorem 3.1, the random variable
\[ \gamma_N(\lambda) = N^{1-\alpha}[\xi_N(\lambda) - E \xi_N(\lambda)] \]
converges in distribution as \( N \to \infty \) to a centered Gaussian random variable with variance 1/4. If one consider two points \( \lambda_1 \neq \lambda_2 \) such that \( \lambda_1, \lambda_2 \to \lambda \in (-2v, 2v) \), then
\[ E \xi_N(\lambda_1) \xi_N(\lambda_2) = -\frac{1}{N^2(\lambda_1 - \lambda_2)^2}(1 + o(1)) \]
in the limit \( N \to \infty \) provided
\[ \frac{1}{N^\alpha} \ll |\lambda_1 - \lambda_2| \ll 1. \]

**Generalizations of Theorems 3.1-3.3 and universality conjecture**

**Wigner random matrices.** It should be noted that Theorems 3.1-3.3 considered for \( 0 < \alpha < \alpha_0 \) are valid for the Wigner ensemble of random matrices (2.8) with jointly independent arbitrary distributed random variables \( w(x, y) \) having several first moments finite
\[ E[w_N(x, y)]^{2k} = V_k < \infty. \]

In particular, Theorem 3.3 holds for \( k = 4 \) and \( \alpha_0 = 1/8 \) (see [2]-II). These results show that the universality conjecture holds for large random matrices with independent entries. They are far from being optimal, and it is interesting to check out the optimal bound for \( \alpha_0 \) and its dependence on \( V_k \).

**Wishart-type random matrices.** Let us consider the ensemble of random matrices
\[ H_{m,N}(x, y) = \frac{1}{N} \sum_{\mu=1}^{m} \theta_{\mu}(x) \theta_{\mu}(y), \quad x, y = 1, \ldots, N, \]

where the random variables $\{\theta_\mu(x)\}, x, \mu \in \mathbb{N}$ have joint Gaussian distribution with zero mathematical expectation and covariance

$$E\{\theta_\mu(x)\theta_\nu(y)\} = u^2 \delta_{xy} \delta_{\mu\nu}.$$  

Here $\delta_{xy}$ denotes the Kronecker delta-symbol.

This ensemble introduced in mathematical statistics is known for $m = N$ as the Wishart ensemble.

The eigenvalue distribution of (3.10) in the limit $N, m \to \infty$ was considered first [21], where more general random matrix ensembles were also considered.

Random matrices of the form (3.10) are at present of extensive use in the statistical mechanics of disordered spin systems and in the models of memory in the theory of neural networks. The difference between the Wigner random matrices (2.8) and (3.10) is that in the second case the entries $H_{m,N}(x,y)$ are statistically dependent random variables.

**Theorem 3.5.** Let $G_{m,N}(z) = (H_{m,N} - z)^{-1}$. Then, for $N, m \to \infty$, $m/N \to c > 0$, the random variable

$$R^{(\alpha)}_{m,N}(\lambda) := \text{Im} \, \text{Tr} \, G_{m,N}(\lambda + i N^{-\alpha}) N^{-1}$$  

converges with probability 1 as $N \to \infty$ to the nonrandom limit

$$\pi \rho_c(\lambda) = \frac{1}{2\lambda u^2} \sqrt{4cu^4 - [\lambda - (1 + cu^2)]^2}$$  

provided $0 < \alpha < 1$ and $\lambda \in \Lambda_{c,a} = (u^2(1 - \sqrt{c})^2, u^2(1 + \sqrt{c})^2)$.

**Remark.** The limiting expression (3.11) for the eigenvalue distribution was derived in the global regime in [21].

**Theorem 3.6.** Consider $k$ random variables, $i = 1, \ldots, k$,

$$\gamma^{(\alpha)}_{m,N}(i) \equiv N^{1-\alpha} \left[ R^{(\alpha)}_{m,N}(\lambda_i) - E R^{(\alpha)}_{m,N}(\lambda_i) \right],$$  

where $\lambda_i = \lambda + \tau_i N^{-\alpha}$ with given $\tau_i$. Then under hypotheses of Theorem 3.5 the joint distribution of the vector $(\gamma_N(1), \ldots, \gamma_N(k))$ converges to the centered Gaussian $k$-dimensional distribution with covariance

$$C(\tau_i, \tau_j) = \frac{4 - (\tau_i - \tau_j)^2}{[4 + (\tau_i - \tau_j)^2]^2}.$$  

**Remark.** It is easy to see that if $|\tau_1 - \tau_2| \to \infty$, then

$$C(\tau_1, \tau_2) = -(\tau_1 - \tau_2)^{-2}(1 + o(1)).$$  

This coincides with the average value of the Dyson’s 2-point correlation function for real symmetric matrices considered at large distances $|t_1 - t_2| \gg 1$.
Let us note that the limiting distribution of the random variables $\gamma_N$ and $\gamma_{m,N}$ coincide and do not depend on particular values of $\lambda$ and $\alpha$. This shows that the fluctuations of the smoothed eigenvalue density $\xi$ are universal in the mesoscopic regime. Thus, our results can be regarded as a support of the universality conjecture for local spectral statistics of large random matrices.
Eigenvalues outside of
the limiting spectrum

Our main goal in this section is to describe the proof of estimate (1.17) and discuss its consequence with respect to the norm of random matrices.

**Moments and extreme eigenvalues.** First of all, let us note that having proved (1.17) for all $k \leq N^\beta$ with $\beta > 0$, we easily derive from (1.13) that inequality

$$M_{2k}^{(N)} \leq (1 + \epsilon)^2 v^2 \sum_{j=0}^{k-1} M_{2k-2-2j}^{(N)} M_{2j}^{(N)}$$

with positive $\epsilon$ also holds for all $k \leq N^\beta$ and $N > N_0(\epsilon)$.

Regarding the numbers $m_{2k}^* \equiv m_{2k}^*(\epsilon)$ determined by the following recurrence relations

$$m_{2k}^* = (1 + \epsilon)^2 v^2 \sum_{j=0}^{k-1} m_{2k-2-2j}^* m_{2j}^*, \quad m_0^* = 1,$$

we then derive that inequality

$$M_{2k}^{(N)} \leq m_{2k}^*$$

holds for $k \leq N^\beta$.

Now let us follow the reasoning that is usual in the norm estimates for random matrices (see, for example [7, 8]). Taking into account that the family $m_{2k}^*(\epsilon), k \in \mathbb{N}$ represents the moments of the semicircle distribution (1.5) with $v^2$ replaced by $[(1 + \epsilon)v]^2$, we obtain the estimate

$$m_{2k}^*(\epsilon) \leq [(1 + \epsilon)v]^{2k}.$$
Thus, we have that
\[(4.1)\quad M_{2k}^{(N)} \leq [(1 + \varepsilon)v]^{2k} \quad \forall k \leq N^\beta.\]

This implies the estimate with probability 1
\[(4.2)\quad \limsup_{N \to \infty} \|A_N\| \leq 2v(1 + 2\varepsilon),\]
where the spectral norm \(\|A_N\|\) is defined as the largest absolute value of an eigenvalue of \(A_N\).

Inequality (4.2) can be derived from (4.1) using elementary computations. Indeed, if one denotes by \(n_N(s)\) the number of eigenvalues lying outside of the interval \((-s, s)\)
\[n_N(s) \equiv \#\{j \mid \lambda_j^{(N)} \geq s\},\]
then one can write the sequence of inequalities
\[M_{2k}^{(N)} \geq \mathbb{E} \int_{\mathbb{R} \setminus (-s, s)} s^{2k} \mathbb{E} n_N(s) \geq \frac{s^{2k}}{N} \text{Prob}\{\|A_N\| \geq s\}.\]

Then for \(P_N(\varepsilon) \equiv \text{Prob}\{\|A_N\| \geq 2v(1 + 2\varepsilon)\}\) we have the estimate
\[P_N(\varepsilon) \leq N \inf_k \frac{M_{2k}^{(N)}}{[2v(1 + \varepsilon)]^{2k}} = N \exp\{-N^\beta \log(1 + \varepsilon/2)\}\]
that implies (4.2).

Let us discuss two aspects of the results presented. Inequality (4.2) is valid for all positive \(\varepsilon\). This means that (4.2) holds for \(\varepsilon = 0\) and this implies that the maximal eigenvalue of \(A_N\) is bounded by \(2v\) in the limit \(N \to \infty\).

From the other hand, the semicircle law states that with probability 1 there exist eigenvalues of \(A_N\) falling into vicinity of \(2v\) in this limit. Thus, the maximal eigenvalue (and also the minimal one, due to symmetry of the probability distribution of \(A_N\) (1.3)) converges to \(2v\) as \(N \to \infty\).

This fact is also valid for the Wigner ensemble of random matrices \(W_N\) (2.17) with arbitrary distributed entries \(w(x, y)N^{-1/2}\) provided that several first moments \(\mathbb{E} w(x, y)^{2p}\) are finite (see for example \([7, 13]\) and \([26]\)).

The second remark concerns the maximal power \(\beta_0\) in (4.1). This (critical) exponent reflects the behaviour of the differences \(\Delta_i\) between eigenvalues from the vicinity of the extremal eigenvalue \(\lambda_{\text{max}}^{(N)}\). Indeed, one can write that
\[M_{2k}^{(N)} = \frac{1}{N} \left( [\lambda_1^{(N)}]^{2k} + [\lambda_2^{(N)}]^{2k} + \ldots + [\lambda_N^{(N)}]^{2k} \right) = [\lambda_{\text{max}}^{(N)}]^{2k} (1 + [\Delta_2^{(N)}]^{2k} + \ldots) N^{-1}.\]
If $2k$ grows faster with $N$ than the difference $\Delta_2^{(N)}$ vanishes, then one gets an asymptotic behaviour of $M_{2k}^{(N)}$ different from (4.1).

Our scheme shows that (4.1) is valid for $k \ll N^{2/3}$ when the GOE is considered. Therefore one can conclude that $\beta_0 \geq 2/3$. The early studies of GOE with the help of the orthogonal polynomials approach [6] show that $\beta_0 = 2/3$. This conclusion is confirmed and improved by Tracy and Widom in a series of papers (see for example [28]). The same conclusion follows from the works by Sinai and Soshnikov [26] and by Soshnikov [27], where the Wigner ensemble is considered (see also [13] for certain generalizations of [27]). Equality $\beta_0 = 2/3$ means that the average distance between eigenvalues at the border of the is of the order $N^{-2/3}$.

**Scheme of the proof of (1.17).** We follow the technique developed in [3] for random matrices with Gaussian correlated entries. For simplicity, we consider in details only the case of independent random variables.

We rewrite definition (1.14) for $B_{2k}$ in the form

$$B_{2k}^{(2)}(N) = \sum_{p_1, p_2 \geq 1}^{p_1 + p_2 = 2k} \mathbb{E} \langle A_N^{p_1} \rangle \langle A_N^{p_2} \rangle,$$

where $\xi^o = \xi - \mathbb{E} \xi$. The general idea is to use recurrent relations for $B_{2k}^{(2)}$ that can be derived again with the help of (1.9). These relations are similar to those we have got for $M_{2k}^{(N)}$ (1.13) and therefore one can expect to obtain estimates of $B_{2k}$ in terms of $M_{2k}$.

Let us apply identity

$$\mathbb{E} \xi_1^o \xi_2^o = \mathbb{E} \xi_1^o \xi_2,$$

to $B_{2k}^{(2)}$ and rewrite it in the following form

$$B_{2k}^{(2)}(N) = \sum_{p_1, p_2 \geq 1}^{p_1 + p_2 = 2k} \frac{1}{N} \sum_{x,y=1}^{N} \mathbb{E} \langle A_N^{p_1} \rangle \langle A_N^{p_2} \rangle^{-1}(x,y) A_N(y,x).$$

Now we can apply to the last average (1.9) with $\gamma = A_N(y,x)$. After simple computations similar to the formula (1.12), we obtain equality

$$B_{2k}^{(2)}(N) = 2v^2 \sum_{j=0}^{k-1} B_{2k-2j}^{(2)}(N) M_{2j}^{(N)} + v^2 B_{2k-2}^{(3)}(N) + v^2 \sum_{p_1, p_2 \geq 1}^{p_1 + p_2 = 2k-2} \frac{P_2}{N} \mathbb{E} \langle A_N^{p_1} \rangle \langle A_N^{p_2} \rangle + \frac{v^2(2k-2)^2}{2N^2} M_{2k-2}^{(N)}.$$  

(4.3)
Here and below we assume that
\[ B_{2k}^{(m)}(N) = \sum_{\substack{p_1, \ldots, p_m \geq 1 \\ p_1 + \cdots + p_m = 2k \atop \prod_{i=1}^m \geq 1}} E L_{p_1}^o L_{p_2}^o \cdots L_{p_m}^o, \]
where we denote \( L_p = \langle A_N^p \rangle \).

Now let us remark that if regarding (4.3), we could forget about the term \( B_{2k}^{(2)} \) then (1.17) would follow as a simple consequence of the ordinary principle of mathematical induction. Namely, assuming that the estimate
\[ \left| B_{2j}^{(m)}(N) \right| \leq \frac{(2j)^{m+1}}{N^m} M^{(N)}_{2j} \]
taken with \( m = 2 \) holds for all \( j \leq k - 1 \) and substituting these inequalities into (4.3) with \( B_{2k}^{(2)} \) ejected, one can derive after certain amount of computations that (4.5) holds also for \( j = k \).

Presence of the term \( B_{2k}^{(2)} \) makes the scheme of the proof more complicated, but not too much. The observation is that \( B_{2k}^{(2)} \) is depends on \( B_{2k}^{(3)} \), where variable \( m \) has increased from 2 to 3, but \( 2k \) has decreased to \( 2k - 2 \). Thus, one has just to modify the reasoning based on the mathematical induction principle.

Thus, our aim is to prove (4.5). We proceed from (4.3) by deriving a recurrent relation for \( B_{2k}^{(m)}(N) \). It has a similar form, where \( B_{2k}^{(m)}(N) \) is expressed in terms of \( B_{2j}^{(m)}(N) \), \( B_{2j}^{(m-1)}(N) \), \( B_{2j}^{(m+1)}(N) \) with \( j \leq k - 1 \).

Let us note that due to definition of \( B_{2k}^{(m)} \), one has always \( m \leq 2k \).

The case of equality \( m = 2k \) corresponds to one term in (4.4) where \( p_1 = p_2 = \cdots = p_m = 1 \). In this case estimate (4.5) can be verified by direct computations, as well as in the case of \( m = 2k - 1 \).

Now, the scheme of the ordinary mathematical induction (the “linear” one) of the proof of (4.5) can be replaced by a two-dimensional scheme, where one moves along the points \((k, m)\) such that \( m + 2k = L \). On the lines \( m = 2k \) and \( m = 2k - 1 \) relation (4.5) is easy to be verified. Next, assuming that (4.5) holds for all \((k, m)\) such that \( m + 2k \leq L \), one moves along the line \( m + 2k = L + 1 \) from the point closest to \( m = 2k \) to the point with \( m = 2 \). The structure of relations (4.3) is such that this procedure leads to the estimate (4.5) for \( B_{2k}^{(m)}(N) \) on the line \( m + 2k = L + 1 \).

Now let us carry out several key-point computations of this proof. Regarding
\[ B_{2k}^{(m)} = \sum_{p_i} E[L_{p_1}^o L_{p_2}^o \cdots L_{p_m-1}^o] L_{p_m}, \]
and applying to the last factor our usual scheme, we derive relation

\[ B_{2k}^{(m)} = v^2 \sum_{p_1} E[L_{p_1}^o L_{p_2}^o \cdots L_{p_{m-1}}^o] \left\{ \sum_{q_1+q_2=p_m-2} L_{q_m} L_{q_{m+1}} + \frac{p_m-1}{N} L_{p_{m-2}} \right\} + \frac{v^2}{N} \sum_{p_1} E L_{p_1}^o \cdots L_{p_{j-1}}^o \left( \frac{2p_j}{N} L_{p_m+p_j-2} \right) L_{p_{j+1}}^o \cdots L_{p_{m-1}}^o. \]

Using identity

\[ E X^o Y Z = E X Y^o Z + E X Y Z^o + E X Y^o Z^o - E X E Y^o Z^o, \]

and denoting

\[ D_{2k}^{(m)} = \sum_{p_1, \ldots, p_m \geq 1} E|L_{p_1}^o L_{p_2}^o \cdots L_{p_m}^o|, \]

we derive inequality

\[ D_{2k}^{(m)} \leq 2v^2 \sum_{j=0}^{k-1} D_{2k-2-2j}^{(m)} D_{2j}^+ + v^2 D_{2k-2}^{(m+1)} + v^2 \sum_{j=0}^{k-1} D_{2k-2-2j}^{(m-1)} D_j^{(2)} + \frac{v^2(2k-1)}{N} D_{2k-2}^{(m)} + \frac{v^2(2k-1)^2}{N^2} \sum_{j=0}^{k-1} D_{2k-2-2j}^{(m-2)} M_{2j} + \frac{2v^2(2k-1)}{N^2} D_{2k-2}^{(m)} D_{2k-2}^{(m)}. \]

This implies the following inequality

\[ \left| D_{2k}^{(m)} \right| \leq 2v^2 \sum_{j=0}^{k-1} \left| D_{2k-2-2j}^{(m)} \right| M_{2j} + v^2 \sum_{j=0}^{k-1} \frac{2j-1}{N^2} \left| D_{2k-2-2j}^{(m-2)} \right| M_{2j} + \Psi_k(N), \]

(4.6)

where \( \Psi_k(N) \) contains unimportant terms. Among these terms there is the term \( D_{2k-2}^{(m+1)} \) that is also of order smaller than \( D_{2k}^{(m)} \). This means that we can actually return back to the ordinary mathematical induction of the proof of (4.5).

Assuming that (4.5) holds, we derive from (4.6) inequality

\[ \left| D_{2k}^{(m)} \right| \leq 2v^2 \sum_{j=0}^{k-1} \frac{(2k-2-2j)^m}{N^m} M_{2k-2-2j} M_{2j} + v^2 \sum_{j=0}^{k-1} \frac{(2k-2-2j)^{(m-2)}}{N^m} (2j-1) M_{2k-2-2j} M_{2j} + |\Psi_k(N)|. \]

(4.7)
The first problem is related with number 2 in front of the first terms in the right-hand side of (4.7). However, one can easily avoid it assuming that $\tau > 1/2$. Then for all $m \geq 2$ the function $(2k - 2t)^{m\tau}$ is convex and we deduce that

$$\left| D_{2k}^{(m)} \right| \leq \left\{ (2k - 2)^{m\tau} + (2k - 1)^{(m-2)\tau + 1} \right\} X_{2k-2}(N),$$

where

$$X_{2k-2}(N) = v^2 \sum_{j=0}^{k-1} (2j - 1)M_{2k-2-2j} M_{2j}.$$ 

It follows from (1.13) that

$$|X_{2k-2}(N)| = \left| M_{2k} - v^2 \frac{2k - 1}{N} M_{2k-2} - v^2 D_{2k-2}^{(2)} \right|$$

$$\leq M_{2k} + \frac{2k - 1}{N} X_{2k-2}(N) + \frac{(2k - 2)^{2\tau}}{N^2} X_{2k-2}(N).$$

Combining these estimates, we see that to prove (4.5), one has to determine parameter $\tau$ and the relation between $k$ and $N$ in such a way that

$$(2k - 2)^{m\tau} + (2k - 1)^{(m-2)\tau + 1} \left( 1 - 2k - 1 \frac{1}{N} - \frac{(2k - 2)^{2\tau}}{N^2} \right) \leq (2k)^{m\tau}$$

for all $m \geq 2$ and all possible $k$.

We divide both sides by $(2k)^{m\tau}$, take $m = 2$ and observe that the inequality

$$\left( 1 - \frac{1}{k} \right)^{2\tau} + \frac{4k - 2}{(2k)^{2\tau}} < 1$$

is valid for large enough values of $k$ only when $\tau$ is greater than 1.

In fact, taking $m = 2$, we provide the maximal value for the first factor from (4.8). Regarding its product with the second factor, we obtain that inequality (4.8) holds only when

$$\frac{2k}{N} + \frac{(2k - 2)^{2\tau}}{N^2} < \frac{3}{2k}.$$ 

This inequality is true under condition that

$$k^{2\tau + 1} < N^2.$$ 

This means that (4.5) holds in the limit $N \to \infty$ under condition that $k \ll N^{2/3}$. 


Norm estimates. Let us complete this lecture with estimates for the norm of random matrices $\Gamma_N$ (2.21) with correlated entries.

**Theorem 4.1 ([3]).** Under hypotheses of Theorem 2.2,

$$\lim \sup \| \Gamma_N \| \leq 2\sqrt{vu_1}.$$ 

If the matrix $V$ is such that

$$\frac{1}{N} \operatorname{Tr} V_N^r \leq \int_0^\infty \lambda^r \, d\nu(\lambda), \quad r \in \mathbb{N},$$

then the upper bound of the support $\Lambda$ of the distribution

$$\sigma_V(\lambda) = \lim_{N \to \infty} \sigma(\lambda; \Gamma_N)$$

coincides with the estimate from above for the norm. This means that there are no eigenvalues of $\Gamma_N$ in the limit $N \to \infty$ outside of $\Lambda$.

Condition (4.9) holds for $V(x, y) = u(x - y)$ with $u(x) \geq 0$. However, in general one cannot guarantee that all eigenvalues of $\Gamma_N$ are inside of $\Lambda$ for $N = \infty$.

To show this, it is sufficient to consider $V(x, y) = w(x)$ with

$$w(x) = \begin{cases} v', & \text{if } x = 1, \\ v, & \text{if } x \neq 1 \end{cases}$$

with $v' > 4v$. Then

$$\Lambda = (-2v, 2v)$$

but

$$\| \Gamma_N e_1 \| \to \sqrt{vv'} > 2v.$$ 

Theorem 4.2 gives sufficient conditions to avoid the situation when there could be eigenvalues outside of the support of the limiting eigenvalue distribution. This is important in a series of applications of random matrices, in particular in the statistical mechanics of disordered spin systems.
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