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Introduction

Optical tweezers, which allow the catching of appropriately sized particles, have become
a standard method for single molecule spectroscopy. In conjunction with DNA, optical
tweezers are usually employed for stretching experiments, with the DNA being attached
to a microbead on each end. Such an experimental setup is available in Bielefeld as
well.
Another, much less widespread possibility to use optical tweezers in conjunction with

DNA is the analysis of controlled translocation of the DNA through nanopores under
various conditions. For this, the DNA is attached on one side to a microbead, which
can be optically trapped. Then, the microbead with the attached DNA is brought
into the vicinity of a nanopore with an applied voltage, leading to a threading in of
the DNA. By varying the distance between between bead and nanopore, the DNA
translocates the nanopore in a controlled manner. For quantitative analysis, the force
applied to the microbead is measured.
In this bachelor thesis, I present a new, video-based method for measuring this axial

force. As will be seen, the method is not limited to axial force analysis but can be
adapted to measure forces in any of the three directions with minimal changes.
In the first chapter, I will outline the physical fundamentals of optical tweezers and

DNA. In the second chapter, I will present the basic concept and ideas of video-based
force analysis and discuss the implementation in the existing LabVIEW software used
for controlling the experiment. The third chapter explains the original setup used
with backscattered light based force analysis as well as the changes required to enable
video-based force analysis. The forth chapter covers the calibration protocols for the
setup. In the fifth chapter, I will present the various measurements performed with
both backscattered light and video-based force analysis. The last two chapters are
dedicated to the conclusions obtained from our measurements as well as an outlook for
this experimental setup.
The contents of this thesis also led to the publication of an article1 in Review of Sci-

entific Instruments. It can be found at the end of the thesis together with a description
of my specific contributions.
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1. Physical fundamentals

1.1. Optical Trapping
1.1.1. Gaussian optics
Light, being an electromagnetic wave, is subject to the Maxwell equations, from which
the wave equation (also known as the d’Alembert equation) 1.1 describing a scalar
function u(x, t) can be derived:

∂2u

∂t2
= c2∇2u (1.1)

c in this equation is a constant that happens to be the local speed of light c = c0/n.
Writing the wave equation for an euclidean coordinate system for the light field strength
E yields (

∂2

∂x2 + ∂2

∂y2 + ∂2

∂z2 −
1
c2
∂2

∂t2

)
E = 0 (1.2)

There are of course many solutions for this partial differential equation2. The most
primitive one is the plane wave moving in e.g. z direction:

E(z, t) = E0cos(ωt− kz) (1.3)

with the angular frequency ω being related to the wavenumber k by ω = kc.
Another common form of solution are spherical waves, who’s field strength depends

on the distance r from the origin of the wave. They are described by:

E(r, t) = A

r
exp (−i(kr − ωt)) (1.4)

Assuming the wave is centred at the centre of the coordinate system, it is obvious that
r =

√
x2 + y2 + z2.

Let us however assume that it is not centred in the coordinate system, but rather at
the complex location (0, 0,−izR) with zR ∈ R. Introducing q := z + izR and using the
notation of a cylindrical coordinate system with r =

√
x2 + y2 then leads to the form

E(r, z, t) = A√
q2 + r2 exp

(
−i
(
k
√
q2 + r2 − ωt

))
(1.5)

As we are only interested in the beam near the axis, the paraxial approximation
r � |q| holds true, which allows us to simplify the equation to

E(r, z, t) ≈ B

q
exp

(
−ikr

2

2q

)
exp (i(ωt− kz)) (1.6)
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1.1. Optical Trapping

with B = A exp(kzR) being – just like A – an undetermined amplitude.
We can now separate the real and imaginary part of 1/q, which yields

1
q(z) = z − izR

z2 + z2
R

= 1
R(z) − i

2
kw2(z) (1.7)

Here, w(z) (not to be confused with ω) denotes the beam width, which stands in direct
relation to the imaginary centre of the spherical wave described by zR:

w(z) =
√

2zR
k

√
1 + z2

z2
R

(1.8)

The radius of curvature of the wavefronts R(z) depends on zR too:

R(z) = z + z2
R

z
(1.9)

Inserting equation 1.7 into equation 1.5 gives the most common description of a
Gaussian beam, which is a paraxially approximative solution of the wave equation:

E(r, z, t) ≈ B

q
exp

(
− r2

w2(z)

)
exp

(
−i kr2

2R(z)

)
exp(i(ωt− kz)) (1.10)

The intensity profile of a Gaussian beam is a Gaussian, described by

I = Imax exp
(
−2r2

w2(z)

)
(1.11)

The Gaussian beam is of essential importance in the field of optical tweezers as it
describes the fundamental transversal mode TEM00 of many lasers.

1.1.2. 2D optical traps

The first observation of two-dimensional optical traps by Arthur Ashkin3 in 1970 was
motivated by the idea that the accelleration by radiation pressure of a laser targeted
onto a small sphere with a size in the order of magnitude of the wavelength should be
noticeable due to the small mass of the particle. For example, assuming an efficiency of
Q = 10%, a spherical particle with radius r = 1.5 µm and a density of ρ = 1000 kg/m3

suspended in water (n = 1.33) targeted by a 1W Nd:YAG-Laser (λ = 1064nm) would
be object to a force4 of F = nQP/c = 4.44× 10−10 N, resulting in an acceleration of
a = F/m = 3.14× 104 m/s2, about 3200 times the gravitational acceleration.
Two effects are important to the description of optical traps in the Mie regime

(2r � λ), which is still valid for our experiments: Refraction and Reflection. Fig. 1.1
shows the basic effects for a polystyrene (PS) bead suspended in water. Symmetrically
to the light’s axis, the refraction induces forces away from the centre and slightly in the
direction of the light, resulting in axial but no radial force. The much weaker forces
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1. Physical fundamentals

nW = 1.33

nPS = 1.58

Fig. 1.1.: Light paths (red) and resulting forces (blue) for refraction (saturated) and
reflection (pale) at a polystyrene bead suspended in water. Arrows indicate
direction, not strength

nW = 1.33

nPS = 1.58

Fig. 1.2.: Light paths (red) and resulting forces (blue) for refraction (saturated) and
reflection (pale) at a polystyrene bead suspended in water. Arrows indicate
direction, relative blue arrow size in same saturation indicates strength
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1.1. Optical Trapping

induced by reflection also point in the direction of the beam and produce no radial
force.
If the beam hitting the bead is a Gaussian beam, the effects depend upon the position

of the bead in the beam. If the bead is radially centred inside the beam, the intensity
of the rays is symmetrical to the centre axis of the bead and the previous description
holds true.
If however the bead is not centred inside the beam, the induced forces at the half

nearer to the beam centre are stronger then the ones at the other half, as indicated
in fig. 1.2. As the forces induced by refraction point away from the centre axis of the
bead, it is pulled into the centre of the Gaussian beam, where again any displacement
is counteracted with a force.

1.1.3. 3D optical traps

The problem with these two-dimensional traps is that the bead is always pushed in the
direction of the propagating light by the classical radiation pressure. There are two
ways to cope with this problem using only slightly focused Gaussian beams.
One possibility, the so-called optical levitation, is to use gravity as a counteracting

force5, which needs the beam to be pointing upwards. The disadvantages of this
method are that it relies on gravity counteracting the radiation pressure, thus limiting
the versatility of the setup as the beam always has to point upwards (and strong enough
gravity has to be present) and that it only works for relatively large and therefore heavy
particles (Ashkin’s paper describes experiments on glass beads with 15 µm to 25 µm
diameter).
Another possibility is to use two opposing beams forming a stable optical well be-

tween their beam waists, where beads are trapped. This setup allows for any orientation
but still limits the versatility as two sides of the sample chamber are inaccessible and
the beam paths may not be interrupted.
The problems in versatility could be eliminated if we had an optical trap created

by only a single beam without the need for any external forces. Such a trap was
demonstrated by A. Ashkin et. al. 19866. By using a tightly focused laser beam,
they were able to create a trap utilizing both positive and negative radiation pressure,
depending on the position of the bead in relation to the focal point of the laser beam.
Let us have a look at fig. 1.3 for the working principle.
Again, we have the two effects of refraction and reflection, and again the effects

caused by reflection are small enough to be disregarded. Assuming the light is coming
from the left, if the bead is positioned too far to the left, the radiation pressure is
positive as with the two-dimensional trap, pushing the bead to the right. If, however,
the bead is located too far to the right, because of the now strongly diverging beam, the
refraction forces point backwards, creating a negative radiation pressure and moving
the bead to the left.
For radial bead dislocations, the two-dimensional principle works as before: The rays

passing through the part of the bead farthest away from the beam centre are weaker,
therefore the radial forces do not compensate each other and force the bead back into

9



1. Physical fundamentals

nW = 1.33nPS = 1.58

Fig. 1.3.: Light paths (red) and resulting forces (blue) for refraction (saturated) and
reflection (pale) at a polystyrene bead suspended in water. Arrows indicate
direction, not strength
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1.2. Force analysis at optical tweezers

the centre of the beam.
To sum up, a tightly focused Gaussian beam creates a three-dimensional optical trap

regardless of beam orientation and independent on external effects.

1.2. Force analysis at optical tweezers
Measurement of the forces applied to the trapped bead is done by measuring the
displacement of the bead from equilibrium position. It is commonly assumed that the
potential of the optical trap is a harmonic one, i.e.

V (x, y, z) = 1
2
(
kxx

2 + kyy
2 + kzz

2
)

(1.12)

with the displacement (x, y, z). Therefore the forces should be proportional to the
displacement.
Figure 1.4 shows the numerically calculated forces acting on a bead that is axially

or radially displaced. As can be seen, the assumption of forces proportional to the
displacement holds true for smaller displacements (|x|, |y| ≤ 0.3 r, |z| ≤ 0.6 r) especially
for axial displacement.

incidence 0 from the geometric relation R sin 0 = S sin
4), where R is the radius of the sphere. We take R = 1
since the resultant forces in the geometric optics limit
are independent of R. Knowing 0 we can find Fg and FS
for the circularly polarized ray by first computing Fg and
FS for each of the two polarization components parallel
and perpendicular to the plane of incidence using Eqs. 1
and 2 and adding the results. It is obvious by symmetry
that the net force is axial. Thus for S above the origin 0
the contribution of each ray to the net force consists of a
negative Z component Fgz = -Fg sin and a positive Z
component Fsz = FS cos 4) as seen from Fig. 2 B. For S
below 0 the gradient force component changes sign and
the scattering force component remains positive. We
integrate out to a maximum radius rma for which 4) =

max = 700, the maximum convergence angle for a water
immersion objective of NA = 1.25, for example. Con-
sider first the case of a sphere of index of refraction n =

1.2 and an input beam which uniformly fills the input
aperture. Fig. 5 shows the magnitude of the antisymmet-
ric gradient force component, the symmetric scattering
force component, and the total force, expressed as Qg,
Qs, and Q, for values of S above and (-S) below the
center of the sphere. The sphere outline is shown in Fig.
5 for reference. It is seen that the trapping forces are

largely confined within the spherical particle. The stable
equilibrium point SE of the trap is located just above the

center of the sphere at S _ 0.06, where the backward
gradient force just balances the weak forward scattering
force. Away from the equilibrium point the gradient
force dominates over the scattering force and Qt reaches
its maximum value very close to the sphere edges at S _

1.01 and (-S) _ 1.02. The large values of net restoring
force near the sphere edges are due to the significant
fraction of all incident rays which have both large values
of 0, near the optimum value of 700, and large conver-

gence angle 4). This assures a large backward gradient
force contribution from the component Fg sin and also
a much-reduced scattering force contribution from the
component FS cos 4).

Trap along Y axis
We next examine the trapping forces for the case where
the focus f of the trapping beam is located transversely
along the -Y axis of the sphere as shown in Fig. 6. The
details of the force computation are discussed in Appen-
dix II. Fig. 7 plots the gradient force, scattering force,
and total force in terms of Qg, Q., and Q, as a function of
the distance S' of the trap focus from the origin along
the -Y axis for the same conditions as in III A. For this
case the gradient force has only a -Y component. The
scattering force is orthogonal to it along the +Z axis.
The total force again maximizes at a value Q, - 0.31
near the sphere edge at S' 0.98 and makes a small
angle = arctan FgIFs _ 18.50 with respect to the Y
axis. The Y force is, of course, symmetric about the
center of the sphere at 0.

BEAM RAY

(B)

FIGURE 6 (A) Trap geometry with the beam focus f located trans-
versely along the -Y axis at a distance S' from the origin. (B)
Geometry of the plane of incidence showing the directions of the
gradient and scattering forces F. and F, for the input ray.

Single-Beam Gradient Laser Trap 573

FIGURE 5 Values of the scattering force, gradient force, and total
force Q, Q., and Q, exerted on a sphere of index of refraction n = 1.2
by a trap with a uniformly filled input aperture which is focused along
the Z axis at positions +s above and -s below the center of the sphere.

A. Ashkin Single-Beam Gradient Laser Trap 573

(a) Axial displacement

I
(+)

Q

7

FIGURE 7 Plot of the gradient force, scattering force, and total force
Qg, Q, and Q, as a function of the distance S' of trap focus from the
origin along the -Y axis for a circularly polarized trapping beam
uniformly filling the aperture and a sphere of index of refraction n =
1.2.

General case: arbitrary trap location
Consider finally the most general case where the focusf
is situated arbitrarily in the vertical plane through the Z
axis at the distance S' from the sphere origin 0 in the
direction of the -Y axis and a distance S" in the
direction of the -Z axis as shown in Fig. 8. Appendix III
summarizes the method of force computation for this
case.

Fig. 10 shows the magnitude and direction of the
gradient force Qg, the scattering force Q., and the total
force Qt as functions of the position of the focus f over
the left half of the YZ plane, and by mirror image
symmetry about the Y axis, over the entire cross-section
of the sphere. This is again calculated for a circularly
polarized beam uniformly filling the aperture and for
n = 1.2. Although the force vectors are drawn at the
point of focus f, it must be understood that the actual
forces always act through the center of the sphere. This
is true for all rays and therefore also for the full beam. It
is an indication that no radiation pressure torques are

possible on a sphere from the linear momentum of light.
We see in Fig. 10A that the gradient force which is
exactly radial along the Z and Y axes is also very closely
radial (within an average of - 2 over the rest of the
sphere. This stems from the closely radially uniform
distribution of the incident light in the upper hemi-
sphere. The considerably smaller scattering force is
shown in Fig. 10 B (note the change in scale). It is strictly

x

LY

p

FIGURE 8 (A) Trap geometry with the beam focus located at a
distance S' from the origin in the -Y direction and a distance S" in
the -Z direction. (B) Geometry of the plane of incidence POV
showing the direction of gradient and scattering forces Fg and F, for the
ray. Geometry of triangle POB in the XY plane for finding 1' and d.

axial only along the Z and Y axes and remains predomi-
nantly axial elsewhere except for the regions farthest
from the Z and Y axes. It is the dominance of the
gradient force over the scattering force that accounts for
the overall radial character of the total force in Fig.
10 C. The rapid changes in direction of the force that
occur when the focus is well outside the sphere are
mostly due to the rapid changes in effective beam
direction as parts of the input beam start to miss the

574 Biophysical Journal Volume 61 February 1992~~~~~~~~~~~--

BEAM
AXIS RAY

(A)

z

(B)

574 Biophysical Journal Volume 61 February 1992

(b) Radial displacement

Fig. 1.4.: Gradient, scattering and total force coefficients Qg, Qs, Qt (for F = nQP/c)
at a bead with relative index of refraction nBead/nFluid = 1.2 as calculated
by Ashkin [4]
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1. Physical fundamentals

We therefore only need to detect the displacement of the bead and convert this to
a force signal. The conversion is done with various calibration protocols, which will
be discussed in section 4. For the displacement detection, there are two commonly
employed methods for radial displacements.
On the one hand, there is the possibility to analyse the forward-scattered light of the

bead, as shown first by Denk and Webb [7]. The forwards-scattered beam is projected
onto a four-quadrant photodiode or a linear detector, if one dimension is sufficient. As
the beads is displaced to one side, the beam is deflected to the same side.
This method, however, limits the versatility of the setup as it again requires some

apparatus opposite the incoming trapping beam. Backscattered light is deflected like-
wise by a displaced bead, however the bead’s reflectivity is very low, especially since
Nd:YAG lasers with λ = 1064 nm and thus in the infrared are commonly used. One
might try to add a second laser in the visible spectrum to detect the displacement,
however this is very difficult to calibrate, as both beams must overlap exactly8.
The way out is to use the polarisation of the light, as first introduced by Carter et al.

[9] and incorporated into the Bielefeld setup a year later, as described in [10]. The
p-polarised beam from the laser passes a quarter-wave-plate before being focused onto
the trapping object. The quarter-wave-plate transforms the light into right-circular
polarised light, which is left-circular polarised after being backscattered. The quarter-
wave-plate transforms it into s-polarised light, which can be reflected out of the beam
by a polarising beam splitter cube. This way, almost no intensity is lost, allowing for
measurements on the backscattered light without a second detector laser.
On the other hand, one might employ video-based analysis. The detection of the

position of a particle is a relatively trivial task, with first publications ranging back
as far as 199511. Until recently however, video cameras have been too slow compared
to analogue detection: typically 25Hz frame rate for PAL vs. acquisition at several
dozen kHz for photodiodes. With the advent of high-speed CCD and especially CMOS
cameras (which allow for easily and arbitrary reduced regions of interest), higher frame
rates are achievable12,13, but there are still some problems, especially concerning light-
ing, storage and post-processing speed.
Despite these problems, video-based analysis is becoming increasingly popular due

to its versatility. It allows for tracking multiple beads simultaneously and is quite easy
to set up and calibrate.
For axial displacement detection, the situation is different, as photodetectors are

used almost exclusively. For the forward-scattered light, the description is rather com-
plicated, as a Gaussian beam is subject to the so-called Gouy phase shift at its beam
waist (which cannot be derivated from the spherical wave with the paraxial approx-
imation as described in section 1.1.1). A particle near the beam waists changes this
phase shift and therefore induces an interference between the scattered and unscattered
wave. This phenomenon is described in detail in [14].
For backscattered light using the polarisation via the quarter-wave-plate as described

above, the situation is easier. In this case, the axial displacement is simply linear to
the backscattered light’s intensity. However, it suffers from interference effects8,10 and
only works for certain specific bead sizes, as described in detail in section 5.1.
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1.3. DNA

In this thesis, I introduce a method for video-based determination of the axial dis-
placement by measuring the apparent size of the trapped bead, which will be described
in detail in the next chapter.

1.3. DNA

Desoxyribonucleic acid is one of the most well known polymer molecules in nature. It
is a polymer of nucleotides, each made of the sugar 2-deoxyribose which are joined by
posphate groups forming phosphodiester bonds between the 5’- and 3’-C atom of two
adjacent sugars. Attached to the 1’-C atom is the nitrogen atom of a base, one of
adenine (A), cytosine (C), guanine (G) and thymine (T).
Two pairs of anti-parallel nucleotide strands are forming the double-helical dsDNA.

Both strands are held together by hydrogen bonds, where A only binds to T and G
only to C. Therefore, the two strands are complimentary to each other.
In physiological conditions, dsDNA forms a right-winded double helix called B-DNA.

In this form, neighbouring base pairs are distanced 0.34nm apart from each other and
turned by 35.9°. The helix has a diameter of 2.37 nm.

Deoxyadenosine

Deoxycytosine

Deoxythymidine

Deoxyguanosine

(a) The four bases in a single strand of DNA
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Fig. 1.5.: Components and structure of DNA, from [15]
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Fig. 1.6.: Forces F necessary to stretch λ DNA (contour length L0 = 16.4 µm) to the
end-to-end distance x according to the worm-like chain model

Important for the description of DNA translocation through small nanopores is their
entropic elasticity. A good theoretical description is the worm-like chain (WLC) model.
It is described as a chain of segments of characteristic length ξ in the limit ξ → 0,
resulting in a stiff rod. The model is further described by the bending stiffness κ and
the contour length L0, with ξ = κ/kBT . This gives the averaged quadratic end-to-end
distance of:

〈x̄2〉 = 2L0ξ (1.13)

In physiological conditions, a persistence length of ξ = 50nm can be assumed.
TheWLC formula can be derived from entropic considerations as an approximation16

for the force needed to stretch the DNA to an end-to-end distance of x:

F = kBT

ξ

( 1
4(1− x/L0)2 −

1
4 + x

L0

)
(1.14)

The approximation works quite well for moderate stretching forces as applied in this
work. It is shown for the dsDNA of the bacteriophage λ of E. coli (L0 = 16.4 µm) in
fig. 1.6. As an example, an applied force of F = 5pN results in an expected end-to-end
distance of x = 15.34 µm, as marked in the figure.
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2. Video-based axial force analysis

2.1. Basic concept

As described before, applied forces deflect beads trapped in optical tweezers. The
basic concept of video-based axial force analysis is to monitor this deflection as a
change of the apparent bead size. Contrary to intuition, the thin lens formula as an
approximation of the magnification M of a microscope has only negligible influence on
the apparent bead size. The thin lens formula is well known as

M = I

O
= i

o
(2.1)

The distance o between object and objective is usually in the range of 1mm. How-
ever, typical deflections are in the range of 1 µm or smaller and therefore only one
thousandth of the distance o. This would lead to a relative change in the image size
I of only one thousandth as well. However, as we will see, we measure a tenfold size
change.
The main observed effect is therefore not caused by the change of distance between

object and objective. It is created by the changed lighting conditions and blur for a
deflected bead, which leads to far greater (apparent) image size changes.
We intentionally do not analyse the visible interference pattern of the bead as this

would lead to a greater region of interest and more relevant points, thus needing
far more processing power. Additionally, by using only the apparent bead size, the
system is more versatile for different bead materials and therefore different scattering
behaviour.

2.2. Edge detection

The size of the bead is determined by searching for specific edges in the frame. I am
using the built-in edge detection algorithm of the LabView Vision package at the core
of the bead size detection.
Edges are large changes in the local brightness of the image, ideally discontinuities.

These changes can be detected by derivation of the grey-scale intensity with respect
to pixel position. Usually, the image (mathematically interpreted as a matrix of grey
values) is convoluted with an operator, called a kernel. This kernel mostly fits into one
of the following two categories: Either, it approximates a gradient, where the edges
are located at the extreme values. Or, it approximates a Laplacian, where the edges
are located at the zero crossings.
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2. Video-based axial force analysis

Independent of the kernel category, edge detection acts as a high pass filter, which
has the unwanted side-effect of emphasizing noise in the image. Therefore, wherever
feasible, direction-sensitive kernels are used which deliver good results for edges in one
specific direction whilst suppressing noise in any other direction. Larger kernels also
help in suppressing high frequency noise but require more computation power. It is
therefore obvious that the choice of the kernel greatly influences the performance, both
in respect of quantity and speed.
As I am interested in a circular edge with a – more or less – stationary centre, I do

not use a convolution on the whole image. Instead, I use a gradient approach for 360
spokes along a predefined circular region of interest. Along these spokes, the extrema
of the gradients and therefore the steepest rise and fall in the image intensity are
determined. I then fit a circle through the middle between the rising and falling edge
on each spoke. This, along with the two parameters discussed below, helps in reducing
noise. Outliers are ignored if only one of the two required edges has been found. If
both edges have been found, chances are high that only one of those is an outlier, thus
dampening the negative effects on the overall analysis.
The kernel selection is done automatically by LabView with regard to the direction

of the current spoke. However, there are two critical parameters that have to be
optimized: The size of the kernel and the width of each spoke, which I will discuss
shortly.
The main effect of a higher kernel size is less noise sensitivity. The larger the kernel,

the more pixel are included in the calculation of the gradient for each pixel. Therefore,
noise in the vicinity of the current pixel has less influence on the gradient.
The second mentioned parameter is the width of each spoke. To further reduce noise,

I average over this number of edge positions one pixel parallel to the current edge.
The effects of both parameters can be seen in Fig. 2.1 (detailed look in fig. 2.2):

The edge along a horizontal path from the black to the white area over the tip of the
white triangle in analysed. As more perpendicular pixels are taken into account, i. e.
the spoke width increases, the rising edge is detected further to the right, thus being
displaced from the correct position. For spoke widths up to the double kernel size this
effect is alleviated, as the kernel is directed.
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2.2. Edge detection

(a) Image with critical edge
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Fig. 2.1.: Effects of kernel size and spoke width to edge detection in extreme case. The
edge pointing inwards in the center of the image is detected along a horizontal
line from left to right (see fig. 2.2 for magnification)
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Fig. 2.2.: Detailed look at Fig. 2.1. The “real” edge position is indicated in the centre
between the white and black pixel along the arrow.

17



2. Video-based axial force analysis

2.3. Bead size detection
The process of bead size detection is illustrated in fig. 2.3 at the example of a PS bead.
First, separate regions of interest for the falling and rising edges are selected manually,
with the ROIs being circular and having the same centre. On demand, the ROIs can
be auto tracked to compensate for drift. If this option is enabled, the centre of the
ROIs is set to the last calculated centre of the circle (which can be up to six frames
old, as described in the next section). Next, the strongest falling and rising edges along
360 spokes are calculated as described above. For clarity, the figure shows only every
tenth search spoke. The edges are checked against a minimum edge strength selected
by the user (usually set to zero, so this check always succeeds) and for correct order,
i.e. whether the falling edge (red in the figure) is closer to the bead’s centre then
the rising edge (green). If both conditions are met, the middle position between each
pair of edges is calculated. Finally, a circle (yellow) is fitted through these resulting
mid-points (orange), providing position (x and y) and radius (r) of the apparent bead.

2.4. Conversion from camera to absolute values
The calculated values for position and size are in camera specific units: in pixels. The
conversion of the position (let us call it ξ) can be done easily: Either by calculating
the conversion factor as camera pixel size s divided by the approximate magnification
factor M . In our setup, this would be:

ξ = s

M
= 5.6 µmpx−1

60× 10 = 9.3 nmpx−1

Or one immobilises a particle on e.g. a microscope slide placed onto the piezo and moves
it whilst monitoring the position with the camera. This yields a conversion factor of
ξ = (9.86± 0.22)nmpx−1, from which the total magnification can be estimated as
M = s/ξ = 568(13). Of course, if one were to use this value, more detailed calibration
should be done, preferable with the liquid cell instead of the microscope slide to account
for different refraction indexes.
Since the size change of the bead is caused by changes in lighting condition which

vary with particle material and position of the light source, it is not possible to de-
termine a constant conversion factor β between the size change and the axial particle
deflection. Instead, individual calibration is needed that should be repeated if the
particle material has changed, if the particle size has changed significantly, and if the
lighting has been changed, i.e. every time the liquid cell is exchanged as this inevitably
leads to movement of the lighting source (see chapter 3 for details).
The calibration is carried out in the same way as the determination of the lateral

conversion factor: A bead is immobilized in the vicinity of the actual force measurement
position, i.e. in our case on the membrane. Then the piezo is moved in axial direction
and the measured size recorded. For conversation, the following equation is used:

∆z = β ×
(

r

rzf (z) − 1
)

(2.2)
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2.4. Conversion from camera to absolute values

Fig. 2.3.: Still frame of a PS bead with manually selected circular region of interest for
falling (red) and rising (green) edge with search spokes (blue). The red and
green dots are the recognized falling and rising edges. The orange dots are
the resulting mid-points between the two edges, through which the yellow
circle is fitted. For clarity, only every tenth spoke with corresponding edges
is shown.
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2. Video-based axial force analysis

Here, rzf (z) is the zero force radius of the bead. We noticed that in some cases the
apparent bead size changes minimally with varying z position without applied force
due to changed lighting conditions. Therefore, rzf (z) may use linear interpolation with
regard to two reference measurements at different z positions.
As F = k∆z, the force is calculated as

F = kβ ×
(

r

rzf (z) − 1
)

(2.3)

We will later see that it is very easy to determine the factor kβ, therefore the afore-
mentioned calibration protocol is usually not employed.

2.5. Implementation of data analysis
There are two main difficulties that needed to be overcome for real-time video-based
axial force analysis: The sheer amount of data, and the number of different unsynchro-
nised data sources.
The camera delivers 123 frames per second with an image size of 492 px× 492 px

at a pixel depth of 16 bits, meaning every grey-scale pixel is represented by a value
between 0 and (216−1) = 65535. This results in approx. 60MB of raw image data and
88 560 edge detections that need to be processed every second. This is only possible by
using the multithreading capabilities of modern CPUs and analysing multiple frames
simultaneously. Additionally, queues should be utilized between each analysis step to
prevent general slowing caused by local slowdowns.
As the camera is not the only data source and there is no synchronisation between

the data sources, every value must be timestamped at acquisition. If values from two
different data sources are necessary for a calculation, linear interpolation is used to
approximate the value from the second source at the time the first source delivers data
and vice versa.
In this setup, we have three different data sources: piezo, IO card, and camera.

Therefore, every data point is interpolated two times resulting in the piezo timebase,
the IO card timebase and the camera timebase. To allow for distinction, the data
file streamed to disk consists of three sections: one for each timebase. In most cases
however, this distinction is not necessary.
As the demands on processing power are rather large, a new computer was acquired.

It offers a CPU with six cores capable of twelve simultaneous threads at a clock rate of
3.33GHz (Intel Core i7-980). The LabView software for controlling and analysing the
setup was rewritten almost completely from scratch, only a few user interface functions
were reused from the previous software. LabView as the programming environment was
chosen for three reasons: It’s data flow model offers inherent parallelism, it is relatively
easy to use for such complex tasks in contrast to classical programming languages, and
it is the de-facto standard for scientific measurement and automation. As it offers all
available tools to do video analysis, I discarded the idea to use a separate program like
Matlab to out-source the actual video-analysis.
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2.5. Implementation of data analysis
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Fig. 2.4.: Structure and dependencies of the eleven main loops

Unfortunately, some drivers, notably the ones for the IO card, are only available in
32 bit versions. Therefore, even though the system is equipped with 12GB of RAM,
only 4GB are directly accessible by the operating system and therefore the running
programs.
The relevant parts of the program are contained within eleven loops as illustrated in

fig. 2.4. Data acquisition from the camera and the IO card is handled in individual loops
that push the data into a queue to make sure no data is lost due to slow acquisition.
This is especially important for the camera acquisition, as the camera has no on-board
buffer.
Likewise, streaming of the data to disk (if enabled) is done in separate loops to

account for the slow disk speed. This way, if the disk cannot handle the data rate, it
is simply buffered in memory without slowing down the rest of the program. However,
as memory is limited, the queue would eventually become larger then the available
memory, leading to loss of data. This could be counteracted by using the remaining
RAM that is unusable by programs as a temporary disk and streaming target. As it
is not necessary to save long video sequences, this workaround has not been used yet.
The main part of the program is the size detection. To ensure maximum performance

whilst avoiding concurrency problems, I implemented it in a semi-parallel fashion. In
every run of the size detection loop, six frames are dequeued and analysed. For every
frame, the circular edge detection of the rising and the falling edge are running in
parallel as well. Thus, all twelve threads of the CPU are utilised (usually to 90%).
On might argue that it would be better to leave one thread dedicated to the rest of

the program. However, this would lead to either the calculation of five and a half frames
per cycle, which would complicate the programming enormously, or to the calculation
of eleven frames per cycle, leading to unnecessary code duplication, or to the use of
two threads for the remaining tasks, which would have been an overkill.
The method is only semi-parallel as the loop waits for all six frame analysis to be

finished before starting again with the next six frames. The reason for not using the
parallel loop execution feature of LabView is that this would have massively compli-
cated the zero force calibration which is done in this loop as well. One would have
gotten a simpler size detection loop at the cost of another loop just for this calibration.
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3. Experimental setup

3.1. Original setup

The setup prior to the changes necessary for is illustrated in fig. 3.1 and described in de-
tail in [10]. It consists of a Nd:YAG laser (LCS-DTL-322-100017, Laser 2000, Germany;
1064 nm, 1W, linear polarised TEM00, full divergence angle 1.6mrad, beam diameter
(1.2± 0.1)mm), a longpass to filter out the pumping light, a polarised beam splitter
that directs the backscattered light onto a linear detector for radial and a photodetector
for axial measurements, a beam expander, a central obstruction filter, a quarter-wave-
plate and a dichroic mirror. Data from the linear and photodetector is acquired with
a NI PCI-6036E IO card (National Instruments, TX; 16 bit, 200 kS s−1). The setup
is incorporated in an Axiovert 100 microscope (Zeiss, Germany). The 60× trapping
objective (UPL-APO60W/IR) is a water immersion objective with a numerical aper-
ture of 1.2. As very small electric currents are measured in nanopore experiments, the
piezo stage, sample chamber and end of the illumination fibre optics are placed inside
a Faraday cage.
Further incorporated are a standard b/w CCD camera for monitoring purposes,

short pass filters in the visible light pass to block the IR light still transmitted by
the dichroic mirror, and a KL-200 (Schott, Germany) cold light source whose light is
coupled into the setup by a fibre optic. The 20W halogen bulb delivers approximately
50 lm of light.

3.2. Changes for video-based force analysis

For video-based analysis, two main components of the system were changed. Obviously
a camera was added, together with an additional magnification optics. Also, the cold
light source was changed.
The camera is a Guppy Pro F-031B18 (Allied Vision Technologies, Germany) CCD

camera with a Sony IT CCD ICX618AL/AQA sensor and a 14 bit analogue-digital-
converter (ADC). It was chosen for its combination of a relatively high frame rate of
up to 123 fps at full resolution (656 px× 492 px) and small square pixel size of 5.6 µm.
The latter simply leads to a higher resolution of objects.
Image data can be transferred in 8, 12 and 16 bit modes via Firewire.B. The maxi-

mum payload data is limited by the Firewire protocol to 524.288Mbit s−1 (125 µs cycles
with 8192 bytes each). Therefore, in 16 bit mode the transfer protocol limits the max-
imum resolution to a total of 266 406px per frame. As for optimal compatibility the
horizontal and vertical resolution should be dividable by 4, the maximum usable reso-
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3.2. Changes for video-based force analysis
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Fig. 3.1.: Experimental setup prior to the changes for video-based analysis
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3. Experimental setup

lution would therefore be 540 px× 492 px. As the additional horizontal resolution is of
no benefit for axial force detection, the program uses only a square region of interest
of 492 px× 492 px.
In the performed measurements, a 1% apparent bead size change equals a force of

approximately 1 pN at 250mW laser power, a typical force to be measured. Without
the use of a postmagnification optics, a bead would have a diameter of about 40px, thus
a size change of 0.4 px would already be a typical force. For improved performance,
the image needs to be magnified before being detected by the CCD. This is done by a
custom-made magnification optics: essentially, a small telescope with a magnification
factor of about 10. With it, a typical bead radius of 170 px to 180 px is achieved. With
this setup, the program is able to discern 0.05 px radius changes or relative changes of
0.025%, which would correspond to a force of 25 fN.
The CCD camera and the postmagnification pose a problem that is addressed with

the change of lighting: Higher frame rates correspond to lower shutter times, therefore
less time for light to hit the pixels of the CCD and therefore less image intensity.
This problem is amplified by the use of magnification optics, as they further reduce
the amount of light that hits the camera. Therefore, it is obvious that a high light
intensity is needed.
The first try was to place the fibre directly onto the sample chamber as illustrated

in fig. 3.3a. Activating the full camera gain yielded a usable image with a high amount
of noise. This was sufficient to test and further develop the detection program, but
not good enough for productive measurements.
Illumination with a laser in the visible spectrum would have delivered high intensi-

ties, but also the possibility to generate a second trap. Furthermore, the coupling would
not have been easy and one would have to pay attention to avoid speckle patterns. For
these reasons, the idea of laser illumination was not pursued any further.
As preliminary testing with a low-power halogen bulb seemed promising, the next

step was to try a 2 kW halogen bulb next to the microscope with the light being inserted
into the visible light path between binocular and dichroic mirror via a half-reflecting
mirror. This setup would have worked as an reflecting microscope: The illuminating
light is focused by the microscope optics and the reflection is analysed. Whilst coupling
would have been difficult, the Osram 64789 CP/73 light bulb we used radiated with
an intensity of 52 000 lm, more then a thousand times brighter then the previous cold
light source.
One important problem however is the heat generated by this bulb. The light tem-

perature is T = 3200K. Using Planck’s radiation law, we find for the part of light in
the infrared and above:

p =

∫ ∞
800 nm

2πhc2

λ5
1

exp
(

hc
λkBT

)
− 1

dλ

∫ ∞
0

2πhc2

λ5
1

exp
(

hc
λkBT

)
− 1

dλ

= 82.6% (3.1)

At first, I tried to use infrared filter glasses in front of the halogen bulb. However,
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3.2. Changes for video-based force analysis

(a) KL-200 with fibre directly on top of sample chamber

(b) 2 kW halogen bulb irradiating between binocular and dichroic mirror (image taking during daytime
with ceiling lights switched on). The halogen bulb is contained in the water-cooled enclosure in the
right. The IR mirror can be seen in front of the whole near the centre of the image

(c) KL-2000 LED with collimator focused onto sample chamber

Fig. 3.3.: Beads imaged with different lighting sources with same camera settings and
corresponding lighting setups
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3. Experimental setup

I only succeeded in melting them. In the second try, an IR mirror was used to reflect
the infrared part of the spectrum to the ceiling. This provided very good illumination
with regard to the rudimentary setup. However, the edges were not sharp any more as
illustrated in fig. 3.3b.
Therefore, the final setup again incorporates a cold light source but with higher

power. The KL-2000 LED (Schott, Germany) consists of seven 9W high power LEDs
delivering an output of 1000 lm. To provide access for electrodes to the centre reservoir,
the fibre is not placed directly onto the sample chamber. Instead, the light is focused by
a collimator approx. 2 cm in front of the sample chamber onto it. This leads to a bright
enough image as seen in fig. 3.3c, especially if a water droplet is placed on top of the
middle reservoir. However, exchanging the sample chamber almost inevitably leads to a
movement of the collimator. Additionally, as the water droplet on the middle reservoir
evaporates, the lighting changes as well. Therefore, the droplet should be checked and
filled up regularly and calibration should be done at least after every sample chamber
change.
Sample heating by illumination can be a problem, as the sample chamber contains

only a small amount of water. Biological samples are heat sensitive and the viscosity of
water is strongly temperature dependent. We therefore monitored the heating process
induced by the illumination with a thermographic camera, as illustrated in fig. 3.4.
It showed that the sample chamber is heated up to 25 ◦C. At this temperature, the
viscosity of water19 is 0.8902mPa s.
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3.2. Changes for video-based force analysis

Fig. 3.4.: Thermographic image of a sample canal with two reservoirs on the sides (dark
circles) and a central reservoir with chip containing membrane (marked heat
spot). The collimator of the cold light source can be seen as a hot object on
the right edge of the image
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4. Calibration protocols

As the theoretical calculation of trapping forces of optical tweezers is unreliable – it
depends on exact knowledge of trap geometry and laser power, both not constant
in a real-world setup – empirical calibration protocols are necessary. There are two
principal methods: One is to use Stoke’s law directly and move trapped particles at a
specified speed. The other is to analyse the power spectral density, usually via Fourier
transformation.

4.1. Calibration via Stokes’ Law
A spherical particle with radius r moving with a velocity v relative to a liquid with
viscosity η is subject to Stokes’ force:

F = −6πηrv (4.1)

This equation is only valid for laminar flow, which is characterised by a Reynolds
number of Re = vrρ/η � 100 with the particle density ρ. For example, our typical
polystyrene particles in water moving at v = 5000 µms−1 have a Reynolds number of20

Re = vrρ

η
= 7.5× 10−3

and are therefore safely within the bounds for laminar flow.
Additional attention has to be paid for movement parallel to a surface. If the distance

to the surface h is in the order of magnitude of the bead size, the drag coefficient must
be adjusted20:

F = 6πηrv
1− 9

16(a/h) + 1
8(a/h)3 − 45

256(a/h)4 − 1
16(a/h)5 +O((a/h)6)

(4.2)

Similarly, when moving the bead perpendicular to a surface, a correction factor λ
with F = 6πηrvλ is introduced, with21

λ = 4
3 sinhα

∞∑
n=1

n(n+ 1)
(2n− 1)(2n+ 3)

(
2 sinh((2n+ 1)α) + (2n+ 1) sinh 2α
4 sinh2((n+ 1

2)α)− (2n+ 1)2 sinh2 α
− 1

)
(4.3)

In this equation α := arccosh(h/r) with the bead radius r and the distance between
bead centre and surface h. It is plotted in fig. 4.1 with some values highlighted in
table 4.1.
For axial force calibration, one now simply measures two reference sizes for the linear

zero force interpolation, moves the bead to a starting distance and moves back and
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4.1. Calibration via Stokes’ Law
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Fig. 4.1.: Correction factor for movement perpendicular to a surface for 3.05 µm and
3.28 µm beads. Values are calculated up to the 100th term with Gnuplot 4.7

z[µm] λ (3.05 µm bead) λ (3.28 µm bead)
0.50 4.112 3.570
1.00 2.630 2.470
2.00 1.839 1.795
5.60 1.304 1.298

10.00 1.170 1.168
15.00 1.113 1.112
20.00 1.085 1.084
11.23 1.150
11.34 1.150
16.87 1.100
16.99 1.100
33.77 1.050
33.89 1.050

Table 4.1.: Correction factors for various distances z between bead and surface for
3.05 µm and 3.28 µm beads. Values are calculated up to the 100th term
with Maple 12

29



4. Calibration protocols

-10

-5

0

5

10

0 2 4 6 8 10 12 14 16 18 20

0

5

10

15

20

Fo
rc

e
[p

N
]

z
Po

sit
io

n
[µ

m
]

Time [s]

z Position
Force

Fig. 4.2.: Example of a drag force calibration with a speed equivalent to 10 pN

forth between this point and the maximum piezo position z = 20 µm at a speed usually
equivalent to a force of 5 pN or 10pN, as illustrated by fig. 4.2. The conversion factor
kβ is then adjusted so that the positive force spike has the correct value, either by
calculating the value or by simply guessing it. As the force spike will not always have
the same value due to piezo effects, dirt particles, etc. the letter method is sufficient,
as long as the final value is checked with a few more movement operations, preferable
at more then one speed. If the movement takes place in the vicinity of a surface (e.g.
a membrane or the side of the sample cell), the above-mentioned correction factor has
to be used. As the overall accuracy of this method is not very high, an average value
can be used instead of the complete function.
The advantages of the Stokes method are that it is fast, intuitive and can be done

online, i.e. the results are available immediately and not only after a more or less
extended calculation.
The main disadvantage however is obvious: the bead needs to be moved. That gives

rise to a multitude of problems. First, the movement of the bead is dangerous in the
sense that it is very easy to trap another bead, dirt or air bubble which renders the
currently trapped bead useless.
Another problem is that the dependency of the zero force bead size on the focus may

be more complex than assumed. Also, a typical movement takes only 75ms for 10 pN,
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4.2. Analysis of the Power Spectral Density (PSD)

which means that only about nine frames are recorded during full movement. Likewise,
the piezo also delivers data at a rate of about 120Hz. As the linear interpolation gives
wrong values at sudden accelerations, the first and last data point must be discarded,
resulting in only seven points for which reliable data is present.
The direct dependency on the movement speed also means that we rely on correctly

working piezos. Although this can be assumed and was verified recently during a
repair at the manufacturer, it adds another unnecessary dependency to the calibration
process.
Overall, the drag force method yields a calibration error of approximately 10%.

4.2. Analysis of the Power Spectral Density (PSD)
In contrast to the drag force method, which relies on applied forces, the analysis of the
power spectral density uses the inherent properties of the fact that the bead is trapped
in a harmonic potential. The Langevin equation for a particle with friction coefficient
γ is:

γẋ+ kx = F (t) = ζ(t)
√

2kBTγ (4.4)

For Brownian motion, ζ(t) is a stochastic variable with 〈ζ(t)〉 = 0 and 〈ζ(t)ζ(t′)〉 =
δ(t− t′).
The equation can be rewritten using the Stokes-Einstein equation D = kBT/γ as

ẋ = k

γ
x+ ζ

√
2D (4.5)

which in turn is used as the basis for all subsequent transformations.
It should of course be noted that the friction coefficient has to be adapted to the

vicinity of surfaces, according to eqs. 4.2 or 4.3 for radial or axial forces.

4.2.1. Fourier Transformation
The most used method for power spectral density analysis is the Fourier transformation.
Fourier transformation of eq. 4.5 yields:

x̃(ω) =
√

2D
iω + k/γ

(4.6)

The power spectrum is therefore

P (ω) = 2D
ω2 + (k/γ)2 (4.7)

which can be rewritten as
P (f) = kBT

2π2γ(f2 + f2
c ) (4.8)

with the corner frequency fc = k/2πγ.
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Fig. 4.3.: Exemplary differences between the PSD with (blue) and without (red) low
pass correction (sampling frequency fs = 120Hz)

This form of the power spectrum assumes an infinite sampling rate. For force ana-
lysis with photodiodes that deliver sampling rates of multiple kHz, this assumption is
approximated very well. For our video-based setup delivering only 123Hz, a low pass
correction must be introduced. Assuming the sampling frequency fs is the inverse of
the shutter time, this correction yields22:

P ∗(f) = 2kBTγ
k3

k +
2γfs sin2

(
πf
fs

)
sinh

(
k
γfs

)
cos

(
2πf
fs

)
− cosh

(
k
γfs

)
 (4.9)

The effects of the low pass correction are illustrated in fig. 4.3.
Apart from the necessary low pass correction, fourier-based PSD calibration also

suffers directly from the low sampling rate, allowing only for very imprecise fits. Whilst
the method is very capable for data sampled with a high frequency, it is not suited for
data with low sampling rates.
Figure 4.4 shows fourier-transformed data from video-based analysis. The low pass-

corrected spectrum was fitted to the data with Origin and Gnuplot with the same
starting values. As can be seen in table 4.2, both programs deliver different results
with gnuplot declining to give an error estimation. Just looking at the graph shows
the difficulty in fitting.
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Fig. 4.4.: Example of a Lorentzian spectrum fit to fourier-transformed video-based
data.

fc βk

Origin (99.4± 4.4)Hz (289± 19) pN
Gnuplot 86.0Hz 253 pN
Allan (99.6± 0.4)Hz (293± 7)pN

Table 4.2.: Fit parameters for fig. 4.4 from the fit with Gnuplot and Origin as well as
results from Allan analysis
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4.2.2. Allan Variance
Allan variance is a method perfectly capable of coping with low frequency signals. It
is defined as half the variance of the averaged difference between two consecutive local
averaged position samples:

σ2
A(τ) = 1

2
〈

(x̄τ,j+1 − x̄τ,j)2
〉

x̄τ,j = 1
τ

∫ τ(j+ 1
2 )

τ(j− 1
2 )

x(t)dt = [x ∗Πτ ] (jτ) (4.10)

Expanding this equation and using 〈x̄2
τ 〉 := 〈x̄2

τ,j〉 = 〈x̄2
τ,j+1〉 due to the stationary

nature of the process gives the relation to the variance and autocorrelation as:

σ2
A(τ) = 〈x̄2

τ 〉 − 〈x̄τ,j+1x̄τ,j〉 (4.11)

The Wiener-Kinchin theorem23 can then be used to relate the Allan variance to the
PSD:

σ2
A(τ) =

∫ ∞
−∞

4 sin4(πfτ)P (f)
(πfτ)2 df (4.12)

which, with P (f) from eq. 4.8 gives us

σ2
A(τ) = 2kBTγ

k2τ

(
1 + 2γ

kτ
e

−kτ
γ − γ

2kτ e
−2kτ
γ − 3γ

2kτ

)
(4.13)

Here, a critical time τc can be defined as τc = γ/k = 1/2πfc. For times τ � τc,
which for the video-based analysis is almost always given, the Allan deviation (the
square root of the Allan variance) reduces to22

σA(τ) = 1
k

√
2kBTγ
τ

(4.14)

Fitting σA(τ)/β, which is the Allan deviation in camera units, to the data gives us
kβ, which is the parameter needed for the force calculation as described by eq. 2.3.
An exemplary Allan fit using the same data as in fig. 4.4 is shown in fig. 4.5, with

the fit results shown in table 4.2. Especially the left part of the data with lower τ fits
very well. In comparison to fig. 4.4, a counterpart for the deviation for longer times τ
can be found as the deviation for very low frequencies. Note however that the detail of
the Allan data is logarithmically equally distributed and completely within the same
order of magnitude.
To sum up, as Allan variance allows for very precise calibrations without the need

to move the bead and as it is directly suitable for low sampling rates, it is the favoured
method of calibration. However, calculation is rather complex and works offline. In
practise, this means that around 5 s of data need to be acquired, whose calculation
takes about another 5 s. I also find the concept of Allan variance more illustrative then
the other methods of calibration. Not only allows it for precise calibrations, it also
immediately shows long-term drift and periodic disturbances at one glance in a way I
find easier to understand than the Fourier-based PSD analysis.

34



4.2. Analysis of the Power Spectral Density (PSD)

10−1

100

101

102

0.001 0.301
fc

0.1 1

σ
(τ

)
[n

m
]

Time τ [s]

Fig. 4.5.: Exemplary Allan deviation fit. The Allan deviation of the data (converted
to real-world units) is shown in black with error bars in grey, the fit is shown
in blue and the approximation according to eq. 4.14 is shown in red
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5. Measurements and Results

In the past year, video-based axial force measurements have become the norm in our
group. In this section, I want to highlight four measurements that were also part of
the appended publication, as they are exemplary results showcasing the capabilities of
video-based force analysis.

5.1. Interference effects and the bead size

5.1.1. Interference magnitude for different bead sizes

One of the first tests of the video-based force detection was to trap a 3.28 µm bead
and slowly approach a Si3N4 membrane, recording both the force measurements from
the photodetector and the video-based method. In this test, backscattered light based
force analysis always shows an interference effect obeying the interference of a standing
wave, with constructive interference occuring every λ/2n with n being the refraction
index of the medium, i.e. water.
Up until now, we though that this was an interference effect on the photodetector, i.e.

the backscattered light from the bead and the (much less intense) light backscattered
from the membrane interfere there. However, fig. 5.1 shows the same interference effect
with comparable intensity of ±1 pN at 900mW laser power for video-based analysis.
Therefore it must be concluded that the effect is “real” in the sense that it is a

standing wave between bead and membrane shifting the position of the optical trap
depending on the distance between bead and membrane. They both act as the mirrors
of a resonator, albeit with only about 1% reflectivity.
The aforementioned formula for the interference of a standing wave still holds true.

According to it, the interference should occur every 403 nm, whilst we measured a
distance between subsequent force maxima of 409 nm.
Beads with 3.05 µm diameter have not been used for backscattered light detection

previously since they only reflect about a third of the light compared to 3.28 µm beads.
If our conclusion that the effect is indeed a standing wave induced shifting of the

trap position held true, the interference effect should only be a third with this beads.
This is indeed true as illustrated by fig. 5.2. Whilst video-based force analysis shows

only minute interference, the interference of the backscattered light based method is off
the charts as the signals need to be amplified much more, resulting in more noise and
the amplification of the light backscattered from the membrane, creating even more
disturbances and oscillation artefacts.
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Fig. 5.1.: 3.28 µm bead approaching a membrane, measured with backscattered light
detection and video-based analysis

-2

-1

0

1

2

0 2 4 6 8 10

Fo
rc

e
F

[p
N

]

Bead distance to nanopore z [µm]

-2

-1

0

1

2

0 2 4 6 8 10
backscattered light detection

video analysis
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detection and video-based analysis
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5.1.2. Determination of the optimal bead size

As the quality of force measurements depends on the bead size, one would like to find
an optimal size for best results. This bead would reflect as little light as possible,
therefore creating only minute interference. It would not be suitable for backscattered
light based force analysis, but produce excellent results in video-based analysis.
The reflectivity of a bead can be measured easily with the photodiode for axial

backscattered light based force analysis. André Spiering trapped a number of beads
with different sizes, using batches of beads with a nominal size of 3.05 µm and 3.28 µm.
As the beads were not exactly as large as their nominal size suggests, a wide range of
beads could be measured.
Plotting the amount of backscattered light versus the apparent bead size results

in fig. 5.3. There seems to be some kind of periodical pattern, a detailed theoretical
description of it is available in [24]. Interesting to us are the two marked areas, showing
the typical size of beads from the 3.28 µm batch as 176 px to 178 px and the typical
size of beads from the 3.05 µm batch as 172 px to 175 px, right next to the minimum
at 171 px, which would be an optimal bead size.
Our task for precise measurements is therefore to only use beads with a diameter of

171 px.
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Fig. 5.4.: Controlled translocation of a dsDNA attached to a 3.05 µm bead (appar-
ent radius 171 px) through a SI3N4 nanopore (pore diameter 55nm, applied
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5.2. Controlled translocation of DNA through solid state
nanopores

Such a 171 px bead was used to measure the force during controlled translocation of a
single dsDNA strand through a Si3N4 nanopore, as shown in fig. 5.4.
The nanopore has been drilled into a 20nm thick Si3N4 membrane with a Helium

ion microscope as described in [25]. The nanopore size was determined to be 55 nm
based on the electrical current through the pore. Freshly prepared beads with DNA
attached via streptavidin-biotine-binding were introduced into the sample chamber
with the mounted membrane. A bead of appropriate size was trapped and navigated
in front of the nanopore. With an applied voltage of 50mV to the trans-chamber, the
bead was slowly moved towards the membrane, starting at a distance of 5.60 µm. At
5.05 µm the force suddely increases, meaning the DNA strand has been pulled into the
nanopore.
At a distance of 4.59 µm, the movement of the bead is reversed. As it moves further

away from the membrane, the force remains constant at 4.9 pN, which is in agreement
with typical force values for pores of this size26,27, with only very slight fluctuations
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– the DNA is still inside the nanopore. It is noteworthy that the force fluctuations
are in a range of only ±0.5 pN, which further reduces to ±0.2 pN upon averaging 75
data points. There are no noticeable force oscillations, showing that interference-free
measurements are possible with video-based force analysis and an optimal bead size.
At 10.5 µm distance to the nanopore, the force suddenly drops to zero again, meaning

the DNA has been pulled out of the nanopore. As the DNA often sticks to the bead,
the full end-to-end distance is not reached.
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6. Conclusions

I developed and introduced video-based axial force analysis as a precise alternative
to backscattered light based force analysis. In combination with high magnification,
this method allows for a more direct measurement of the axial displacement with a
resolution of 2.5 nm. It is now used as the main method for axial force detection in
our group.
As the drag force calibration method has a number of disadvantages and the calibra-

tion via the fitting of a Lorentzian spectrum to the Fourier transformed noise spectrum
yields poor results due to the low sampling rate of video-based analysis, I introduced
Allan variance as a new method for calibrating force detection. It also allows to analyse
drift and periodic disturbances at one glance.
Comparing video-based axial force analysis with the backscattered light approach for

different particle sizes shows two things: First, the interference effects measured with
the backscattered light method are not artefacts induced on the photodiode but real
displacements of the position of the optical trap, caused by a standing wave between
bead and membrane/surface.
Secondly, specific bead sizes reflect almost no light and are therefore unsuitable for

backscattered light analysis. However, these beads also show no interference effects.
As the video-based approach does not rely on the reflectivity of the beads, it allows
for the first time for precise and interference-free axial force detection and analysis for
optical tweezers.
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7. Outlook

The video-based method for axial force analysis is already in use in our day to day
measurements in the group. It is a valuable tool for the study of nanopore translocation
processes, be it silicon nitride or graphene monolayer pores, pure DNA or DNA with
attached ligands.
One of the next possible steps is to integrate video-based radial force analysis. This

would be an easy step, as the program already delivers not only the size but also the
position of the bead. With some changes to the way the region of interest for the edge
detection is handled, we should be able to analyse forces in all three dimensions with
just one detector.
Another promising way is the Allan variance. We just topped the edge of the iceberg

by using it for force calibration. As other researchers have shown28, Allan variance
offers a whole field of possibilities, especially in the area of noise analysis.
Finally, one might be tempted to reach for faster frame rates with better cameras.

As the setup is currently operating near its power limit, the real-time analysis of the
data or just of parts of the data whilst streaming the rest of the raw data to disk
will prove challenging. Other groups have shown real-time radial force analysis up to
10 000 fps29, which shows that we are far from the end of the line.
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B. Appended publication

The appended publication was submitted to Review of Scientific Instruments on August
16, 2012 and accepted on September 18, 2012. I am the corresponding author for
this work, implemented the video-based analysis as described in greater detail in this
thesis, and did all the experiments except for the measurement of the dependency of
the amount of backscattered light on the apparent bead radius, which was performed
by André Spiering as noted before. I prepared figures 2–4, typeset the manuscript and
wrote sections II–IV, V-A and VII and collaborated on the remaining sections of the
draft with André Spiering and Andy Sischka.
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For measuring the minute forces exerted on single molecules during controlled translocation through
nanopores with sub-piconewton precision, we have developed a video-based axial force detection
and analysis system for optical tweezers. Since our detection system is equipped with a standard and
versatile CCD video camera with a limited bandwidth offering operation at moderate light illumina-
tion with minimal sample heating, we integrated Allan variance analysis for trap stiffness calibration.
Upon manipulating a microbead in the vicinity of a weakly reflecting surface with simultaneous axial
force detection, interference effects have to be considered and minimized. We measured and analyzed
the backscattering light properties of polystyrene and silica microbeads with different diameters and
propose distinct and optimized experimental configurations (microbead material and diameter) for
minimal light backscattering and virtually interference-free microbead position detection. As a proof
of principle, we investigated the nanopore threading forces of a single dsDNA strand attached to a
microbead with an overall force resolution of ±0.5 pN at a sample rate of 123 Hz. © 2012 American
Institute of Physics. [http://dx.doi.org/10.1063/1.4757397]

I. INTRODUCTION

The contactless manipulation and measurement of dielec-
tric microparticles with sub-piconewton force resolution1 is
a unique feature of optical tweezers.2 To quantify these ex-
ternal forces, the position of the trapped particle has to be
determined with both high spatial and temporal resolution
preferably in lateral (x and y) and axial (z) directions.3 For
lateral force measurements, this can be achieved by collect-
ing the forward or backscattered light of the trapped parti-
cle and projecting it onto a position sensitive detector, such
as a quadrant4 or linear5 photo detector. Force measure-
ment in z-direction basically requires an intensity detection
of the forward or backscattered light coming from the trapped
object.6–8

To collect the forward scattered light, a condenser
objective needs to be confocally adjusted to the trapping
objective which limits the space between the two lenses and
reduces the versatility of the setup.9 To overcome this limita-
tion, backscattered light detection can be utilized;6, 7 however,
when operating this system in the vicinity of optical inter-
faces, disturbing force interference effects occur that can only
be partially suppressed with an improved optical setup.7

Alternatively, video-based image analysis of the trapped
object can be utilized for position detection and tracking but
sometimes lacks temporal resolution, which can be overcome
by strongly increasing the illumination intensity10 to reduce
exposure time or by limiting the active pixel area to boost
data output.

a)Author to whom correspondence should be addressed. Electronic mail:
sknust@physik.uni-bielefeld.de.

In this paper, we introduce a video-based force detection
setup based on a standard CCD camera with a limited band-
width operating at moderate light illumination with minimal
sample heating, which delivers high force resolution in axial
direction. Force calibration of the optical trap is realized by
Allan variance (AV) algorithm11 and tested with polystyrene
(PS) and silica microparticles. As a proof of concept, we
analyzed the controlled DNA translocation through a solid-
state nanopore (NP) inside a membrane. Moreover, we inves-
tigated the axial force response signal of different micropar-
ticles when navigating these particles into the vicinity of this
weakly reflecting surface. These results are compared to our
previous measurements based on backscattered light detec-
tion. Furthermore, we show that only video analysis in combi-
nation with certain microbead sizes will provide a force signal
completely devoid of any force interference effects, for which
the backscattered light detection method can only deliver a
very limited force signal response.

II. OPTICAL TWEEZERS SETUP

The optical tweezers system is adapted from our pre-
viously described backscattered light detection setup7, 12

(Fig. 1).
Briefly, the P-polarized beam (filled line in Fig. 1(a)) of

a 1 W, 1064 nm Nd:YAG-laser (LCS-DTL-322, Laser 2000,
Germany) is passing a 1064 nm longpass filter, a polariz-
ing beam splitter cube (Linos, Germany) and is expanded
to a diameter of about 9 mm for overfilling the back aper-
ture of the water immersion trapping objective (5.7 mm di-
ameter) with a numerical aperture of 1.2 (UPL-APO60W/IR,
Olympus, Japan). Arranged in front, a quarter wave plate

0034-6748/2012/83(10)/103704/6/$30.00 © 2012 American Institute of Physics83, 103704-1
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(a)

FIG. 1. (a) Quantitative single beam optical tweezers setup with both
backscattered light and video-based force detection. Abbreviations: LP:
1064 nm longpass filter; PBS: polarizing beam splitter cube; SP: shortpass
filter for visual light; QWP: quarter wave plate; CO: central obstruction filter.
Dashed lines indicate backscattered laser light, whereas visible light is indi-
cated as dotted lines. (Inset) Image of the illuminated sample chamber inside
the faraday cage (electrical contacting not shown). (b) Detailed view of the
Si3N4 membrane with nanopore and threaded DNA attached to a trapped mi-
crobead. Electrical contacting is shown schematically.

(RM-1/4-1046, Newport, CA) turns the linearly polarized
into right-circularly polarized light, which is afterwards re-
flected by a dichroic mirror (TFP 1064 nm/56◦, Laseroptik,
Germany). Backscattered laser light (dashed line in Fig. 1(a))
from the trapped particle (now left-circularly polarized) is col-
lected by the trapping objective that turns it into a parallel
light beam. The quarter wave plate changes it into linearly S-
polarized light and after passing the beam expander, the beam
is reflected by the polarizing beam splitter cube and confo-
cally projected (aspherical lens f = 10 mm, pinhole diameter
of 15 μm) through a 1064 nm longpass filter onto a photo
detector (SD172-11-21-221, Laser Components, Germany).

A central obstruction filter (CO in Fig. 1(a)) placed in the
incoming laser light path not only forms a ring-like laser beam
profile inducing a higher force constant in z-direction, but
considerably reduces disturbing backscattered light from op-
tical interfaces such as a low reflective membrane when per-
forming force measurements on trapped microspheres close
to that interface.7

For eye and camera safety, two KG5 short pass filters are
placed in the path of the visible light (dotted line in Fig. 1(a)).

The custom-built sample chamber encloses a silicon chip
with a Si3N4 membrane containing a single nanopore.12 The
chamber on each side of that pore is connected to its respec-
tive reservoir where a transmembrane voltage can be applied
and functionalized microbeads are introduced that can be in-
dividually trapped and navigated to the nanopore (Fig. 1(b)).
Each reservoir is electrically contacted by an agarose gel and
cyanoferrat salt bridge with an embedded platinum wire con-

nected to an Axopatch 200B amplifier (Molecular Devices,
CA).

The sample chamber can be coarse-adjusted by a
micrometer-precise manual stage and additionally position
controlled with nanometer precision by a piezo stage (P-
517.3CD, Physik Instrumente, Germany) during all exper-
iments. For illumination, we use a high-power cold light
source (KL 2500 LED, Schott, Germany) with an output of
1000 lm at the end of the glass fiber that is installed about
2 cm above the top of the sample chamber (inset of Fig. 1(a)).

III. VIDEO-BASED FORCE ANALYSIS

For video-based force analysis we integrated a CCD cam-
era (Guppy Pro F-031 monochrome, Allied Vision Technolo-
gies, Germany) and a custom-built post-magnification with a
factor of 10. The focal plane of the camera was aligned to the
focal plane of the trap by adjusting the distance until a trapped
bead was imaged sharply. Focal imprecision only results in a
slightly blurry image of the bead which is not disturbing the
analysis significantly, making the analysis robust and reliable.
The camera delivers 123 frames per second at a resolution of
492 × 492 pixels (5.6 μm pixel size) with 14-bit gray scale
through Firewire-B connection. Image analysis is completely
software based on a CPU with six cores and twelve parallel
threads.

Video-based force analysis and particle tracking in lateral
direction has been shown in previous papers.10, 13, 14 Usually,
these methods involve high speed cameras with limited lateral
resolution. Since we want to analyze the axial force acting on
a trapped bead in front of a Si3N4 membrane, we need to con-
tinuously monitor the apparent size of the video-imaged bead.
For this purpose, high lateral resolution of the bead’s image is
mandatory, which is achieved by using a post-magnification
in front of the camera resulting in a lateral scale of approxi-
mately 9 nm per pixel.

For all measurements, the apparent size of a bead needs
to be precisely determined, which is done by searching for
specific edges in the single image, as illustrated in Fig. 2(a).
First, we manually select a circular region of interest. Then,
the strongest falling and rising edges along 360 circular
spokes in this circle are determined. If both exceed a certain
threshold value and are in the correct relation to each other
(which means the falling edge is closer to the bead’s center
than the rising edge), the middle position between these two
edges is calculated (Fig. 2(b)), and a circle is fitted through
those points. On demand, to compensate transversal drift,
the position of this circle can be used to auto track the re-
gion of interest by aligning its center to the center of the
circle.

The edge detection is done by utilizing the built-in IMAQ
Spoke 3 function of the NI Vision Development Module 2009
for LabView (National Instruments, TX). We empirically de-
termined the optimal parameters with respect to execution
time and noise to be: Kernel Size: 35; Width: 9; Minimum
Edge Strength: 0.00; Interpolation Type: Bilinear Fixed; Data
Processing Method: Average. As the minimum edge strength
is set to zero, the step of comparing the edge strength to the
threshold is obsolete. However, it might improve the results
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FIG. 2. (a) Still frame of a PS bead with manually selected circular region
of interest for falling (red) and rising (green) edge with search spokes (blue).
The red and green dots are the recognized falling and rising edges. The or-
ange dots are the resulting mid-points between the two edges, through which
the yellow circle is fitted. For clarity, only every tenth spoke with correspond-
ing edges is shown. (b) (Top) Extract of a still frame with region of interest
boundaries, spoke, and detected edges. (Bottom) Raw edge profile (red) and
calculated edge strength (green) of that profile with marked falling (red) and
rising (green) edge position. (c) Edge strength along one spoke for PS (top)
and silica (bottom) beads without applied force (red) and with applied posi-
tive (green) and negative (blue) force. The middle position between the rising
and falling edge is marked by a vertical line.

under different lighting conditions. The LabView source file
containing the size detection is available in the supplementary
material.21

By analyzing six frames in parallel, we are able to ana-
lyze the camera images with the maximum frame rate of 123
frames per second in real-time.

IV. FORCE CALIBRATION

Basic force calibration of the optical tweezers was con-
ducted using the drag force via Stokes’ law by moving the
piezo in z-direction with a specified velocity. As a result, we
found that the apparent size of a PS bead decreases, whereas
in contrast, the size of a silica bead increases when a posi-
tive external force is applied and the bead is axially deflected
inside the optical trap (Fig. 2(c)).

It is worth noting that the apparent size of the bead grows
minimally when increasing the distance between bead and
membrane due to a slight change in the lighting situation. This
linear effect is in the order of 0.2% relative size change across
the whole piezo stage z-range of 20 μm and can easily be
eliminated by a linear correction factor.

The force can now be derived from the calculated appar-
ent radius r as

F = k�z = kβ ×
(

r

rzf (z)
− 1

)
. (1)

Here, k is the force constant of the optical trap, β is a conver-
sion factor between relative radius change and bead deflection
�z, and rzf (z) is the apparent radius of the bead at zero force.

Because rzf (z) depends on the piezo position as described
above, a linear interpolation based on two reference zero force
measurements at different piezo positions is included.

For all used PS beads, the conversion factor β is in the or-
der of 10 μm, meaning a 0.025% change of the radius (which
is our detection limit) corresponds to a 2.5 nm axial displace-
ment of the bead.

The drag force method can be applied to video-based
force analysis, but it yields a calibration error of about 10%.
Fitting a Lorentzian function to the thermal noise spectrum is
not suitable here due to the rather low sampling rate of the
video signal, thus making an alternative method mandatory.

Allan variance is such a method perfectly qualified for
low frequency signals.11 It is defined as half the variance of
the averaged difference between two consecutive local aver-
aged position samples:

σ 2(τ ) = 1

2
〈(x̄τ,j+1 − x̄τ,j )2〉,

(2)

x̄τ,j = 1

τ

∫ τ (j+0.5)

τ (j−0.5)
dt x(t).

Here, x(t) is the bead position, j an integer, and τ the timescale
of both the time between consecutive samples and the time
over which each sample is being averaged.

AV was primarily used to quantify the performance of
generic measurement systems and to quantify the influences
of noise and drift;15 however, it also yields the analyti-
cal expression of our trapped bead as a damped harmonic
oscillator11 as

σ 2
bead(τ ) = 2kBT γ

k2τ
×

(
1 + 2γ

kτ
exp

[−kτ

γ

]

− γ

2kτ
exp

[−2kτ

γ

]
− 3γ

2kτ

)
. (3)
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Here, γ = 6πηr is the friction coefficient of a microbead with
radius r inside a fluid with viscosity η. For the thermal limit
τ � τ c (with the time-constant τ c = γ /k), the Allan deviation
σ z(τ ) of the displacement of a trapped bead reduces to

σz(τ ) = 1

k

√
2kBT γ

τ
, (4)

and the force resolution σ F(τ ) = kσ z(τ ) becomes independent
of the force constant k.15

Initially, our recorded video data are in units of rela-
tive bead size change with unknown conversion factor β in
units of displacement. Fitting σ z(τ )/β (with σ z(τ ) given by
Eq. (4)) to the AV of our displacement data delivers the prod-
uct kβ—the parameter needed for Eq. (1). In summary, when
an external force is acting on the trapped bead the param-
eter kβ directly converts the change of the bead size into
force. In contrast to the drag force method, the results of
this calibration procedure are not accessible in real time but
directly after several seconds of data acquisition and anal-
ysis. However, because the bead remains in the same posi-
tion during the AV calibration, this method significantly re-
duces the possibility to trap dirt particles and suppresses drag
force calibration difficulties that may occur when the mobil-
ity of the bead in z-direction inside the sample chamber is
limited.

To calculate the force constant k separately, the displace-
ment conversion factor β needs to be determined. This is done
by immobilizing a bead on the membrane or the sample cham-
ber bottom, moving the bead with the piezo in z-direction
through the center of the optical trap that has been switched
off, and recording the relative size change (r(z)/rzf) − 1. The
value of β can then be determined from the slope of a linear
fit of the piezo position z versus the relative size change of the
bead. β can now be utilized for all trapped beads of the same
apparent radius, material, and lighting condition.

V. EXPERIMENTAL PROCEDURE

We use monodisperse streptavidin-coated PS beads
(3.05 μm and 3.28 μm nominal diameter, concentration of
0.5% w/v; Spherotech, IL) that were diluted by a factor of
1:2000 in NP-buffer (20 mM KCl and 2 mM Tris/HCl at
pH 8.0) and streptavidin-coated silica beads (3 μm nominal
diameter, concentration of 2.5% w/v; Spherotech, IL).

Calibration and all experiments were carried out at 21 ◦C.
Temperature control with an IR camera revealed an ambient
sample chamber temperature of 25 ◦C due to intense light-
ing of the silicon chip. With these conditions, we are able to
achieve an AV calibration accuracy of ±5%.

For controlled DNA translocation through a NP, Lambda-
DNA molecules (16.4 μm contour length; Roche Diagnos-
tics, Germany) were multi-biotinylized at one end and indi-
vidually attached to a 3.05 μm PS bead.12 Then, DNA-bead
constructs were suspended in NP-buffer, introduced into the
sample chamber, trapped, and navigated underneath the NP
(Fig. 1(b)).

VI. RESULTS AND DISCUSSION

A. Allan variance calibration

Because various sizes of beads consisting of PS and silica
yield qualitatively similar AV graphs, we discuss our results
of an exemplary AV graph of a 3.05 μm PS bead trapped with
a laser output power of 250 mW (green line in Fig. 3, black
error bars). The conversion factor β has been determined as
(9.21 ± 0.04) μm. The left ordinate in Fig. 3 displays AV data
in nm, and the right ordinate shows the respective relative size
change of the trapped bead in percent.

The main section of our data (τ < 1 s) matches very well
the theoretical model for the overdamped bead in a harmonic
oscillator (Eq. (3), and blue line in Fig. 3), whereas for times
larger than several seconds, drift effects deviate the AV re-
sults from that model. As both Eq. (3) and the thermal limit
(Eq. (4), and red dashed line in Fig. 3) do not deviate within
range of our data, a fit of the AV results to the thermal limit is
feasible.

Fitting σ z(τ )/β to our data yields the value of kβ as to be
(106.8 ± 03) pN, which means a change of the apparent bead
size of 0.025% corresponds to a force of 27 fN.

With the predetermined value of β, we calculated k
to be (11.60 ± 0.02) pN μm−1 (that matches our previ-
ous results12 very well) and the time-constant as τ c = γ /k
= (2.20 ± 0.01) ms.

B. The influence of bead size on the interference

Before the implementation of video analysis, backscat-
tered light detection offered the most precise axial force mea-
surements when approaching a weakly reflective optical inter-
face (e.g., a membrane with a NP) because the combination
of confocal and spatial filtering by the CO (Fig. 1(a)) delivers
a force signal that is only weakly affected by disturbing in-
terference artifacts.6, 7, 16 Thus, it is inevitable to compete the
backscatter method against video analysis with regard to the
interference effect. For this purpose, a 3.28 μm PS bead (it de-
livers a sufficient amount of backscattered light7) was trapped,
calibrated with both detection methods, and approached with
a velocity of 200 nm s−1 to the 20 nm thin Si3N4 membrane,
while the force was recorded simultaneously (Fig. 4(a)).

FIG. 3. Exemplary Allan deviation analysis of a trapped 3.05 μm PS bead at
250 mW laser power.
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Interestingly, both force signals display an almost identical
force oscillation of up to ±1 pN (at 900 mW laser output
power). This led us to the conclusion that this phenomenon is
not an artifact induced on the photo detector where backscat-
tered light from the trapped bead and (much less) backscat-
tered light from the membrane interfere. Instead, the source
of this effect is only located between bead and membrane and
can be considered as a standing wave excited by laser light
which is backscattered from the membrane and backreflected
again from the bead. Bead and membrane can be considered
as the “mirrors” of an optical resonator, although their reflec-
tivity is only 0.75% and 1%, respectively. The wave obeys
the resonator condition for constructive interference (jλ/2nw,
where nw is the refractive index of water) and modulates the
position of the trapped bead with respect to the optical trap
when varying the distance between bead and membrane—a
modulation that both detection methods cannot discriminate
from a real external force acting on the bead and deflecting it
inside the trap.

The theoretical length for this resonator exciting con-
structive interference is j × 403 nm, matching our measured
length of 409 nm very well (which is the distance between two
consecutive force oscillation maxima). The magnitude of the
force oscillation depends linearly on the laser power, which
is inferred by the fact that the position modulation in terms
of nanometer is independent of the laser power, and has an
amplitude of up to ±24 nm for a 3.28 μm PS bead.

In contrast, a trapped 3.05 μm PS bead exhibits a consid-
erably different behavior since it delivers only about a third of
the amount of backscattered light a 3.28 μm bead does. Con-
sequently, the resonator’s performance declines by a factor of
three, and so do the standing wave and the position modula-
tion of the trapped bead as well. As a result, the oscillation
of the force signal measured with video analysis has been di-
minished to ±0.3 pN or less (Fig. 4(b)), yielding a very good
force signal displaying almost only Brownian noise.

Because of the extremely low amount of backscattered
light from the bead, the photo detector’s signal needs to be
amplified by a factor of three to maintain its force sensitivity,
making the detector more susceptible for backscattered light
from the membrane too, since the combination of confocal
filtering and the CO can only suppress that backscattered light
to a certain amount. Therefore, this force signal is even more
affected by that disturbance and exhibits a strong oscillating
force artifact of more than ±2 pN.

As the real size of each trapped bead deviates from its
nominal value of 3.05 or 3.28 μm, a multitude of bead sizes
were examined, each with regard to its apparent radius and the
respective amount of backscattered light. Figure 4(c) contains
two data point clusters attributed to the batch of the smaller
(with a radius between 172 and 175 pixels) and larger beads
(with a radius between 176 and 178 pixels). Their correspond-
ing amount of backscattered light extends from 0.2 to 0.5 and
from 0.7 to 1.0 arbitrary units for 3.05 μm and 3.28 μm beads,
respectively.

The sizes of several beads deviate more significantly
from their nominal value, giving us the opportunity to exam-
ine a large range of different sizes revealing a rather complex
dependency between bead size and amount of backscattered

(a)

(b)

(c)

(d)

FIG. 4. (a) A 3.28 μm bead approaches the membrane, measured both with
backscattered light detection and video analysis. (b) A 3.05 μm bead ap-
proaches the membrane, measured both with backscattered light detection
and video analysis. (c) Graph showing the dependency of the amount of
backscattered light on the apparent bead size. (d) Controlled dsDNA thread-
ing with 3.05 μm bead (55 nm pore diameter, applied voltage 50 mV).
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light that has been described elsewhere.17 Extrapolating
Fig. 4(c) leads to an optimal PS bead size of 171 pixels corre-
sponding to approximately 3.01 μm.

C. Force measurements during DNA threading

As an appropriate proof of principle, we have measured
the small force during a controlled translocation of a single
dsDNA strand through a solid state NP with a diameter of
55 nm inside a 20 nm Si3N4 membrane that has been drilled as
describe before18 and mounted into the sample chamber. We
have introduced freshly prepared bead-DNA constructs into
the sample chamber and selected a bead with an apparent ra-
dius of 171 pixels, which as shown above is the optimal bead
size. Figure 4(d) shows the results of a controlled single-DNA
threading event into the NP, when applying a positive voltage
of 50 mV to the trans-chamber, before the DNA was com-
pletely pulled out of the pore by retracting the bead. While
the DNA is inside the pore we have measured an end-to-end
distance of this DNA fragment of 10.5 μm and a very con-
stant force signal of 4.9 pN, which is in agreement with force
values for large pores.19, 20 Since the DNA often sticks to the
bead, the apparent contour length decreases. Force fluctua-
tions at a sample rate of 123 data points per second were in
the range of not more than ±0.5 pN, whereupon averaging
of 75 data points led to extremely low variations of less than
±0.2 pN with no noticeable force oscillations anymore.

VII. SUMMARY AND CONCLUSION

We presented precise video-based axial force analysis via
bead size detection for optical tweezers, which in combina-
tion with high magnification allows for an axial displacement
resolution of 2.5 nm.

Allan variance was introduced as an alternative force cal-
ibration method where fitting a Lorentzian function to the
thermal noise spectrum is not possible due to low sampling
rates.

The comparison between video-based axial force mea-
surements and backscattered light detection measurements in
the vicinity of a weakly reflecting surface led us to the conclu-
sion that interference effects are not artifacts induced on the
photo detector but caused by what can be considered a stand-
ing wave between the weakly reflecting bead and surface.

We show that beads barely backscattering light exhibit
no measurable interference effect in the vicinity of an optical
interface. This allows interference-free axial force measure-
ments with the video-based method.

As an exemplary result, we achieved a virtually
interference-free axial force resolution of ±0.5 pN at a sam-
ple rate of 123 Hz when threading a single dsDNA molecule
into a nanopore.
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