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Abstract

In this paper, we study the averaging principle for distribution dependent stochastic differential
equations with drift in localized Lp spaces. Using Zvonkin’s transformation and estimates for
solutions to Kolmogorov equations, we prove that the solutions of the original system strongly and
weakly converge to the solution of the averaged system as the time scale ε goes to zero. Moreover,
we obtain rates of the strong and weak convergence that depend on p respectively.

Contents

Abstract 1
1. Introduction 1
2. Preliminaries 8
2.1. Localized Bessel potential space 8
2.2. Parabolic equation 10
2.3. Elliptic equation 12
3. Analysis of time regularity 12
3.1. Time regularity for solutions to SDE with no drift 13

3.2. Time discretization for SDEs with L̃p drift 21
3.3. Time regularity for solutions to the parabolic equation 29
4. Convergence rate of the total variation 31
5. Proof of Theoerm 1.2 and 1.3 34

37
Acknowledgments 37
Appendix A. 37
References 39

1. Introduction

Consider the following distribution dependent stochastic differential equation (in short, DDSDE):

dXt = b(t,Xt, µt)dt+ Σ(t,Xt, µt)dWt, (1.1)

where b : R+ × Rd × P(Rd)→ Rd and Σ : R+ × Rd × P(Rd)→ Rd ⊗ Rd are measurable functions
and µt := L(Xt) is the time marginal law of Xt. Here P(Rd) denotes the space of all probability
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measures over Rd and (Wt)t>0 is a d-dimensional standard Brownian motion on some stochastic
basis (Ω,F ,P; (Ft)t>0). The Kolmogorov operator of (1.1) is given by

Ltϕ(x) = Aij(t, x, µt)∂i∂jϕ(x) + b(t, x, µt) · ∇ϕ(x),

where Aij(t, x, µt) := 1
2ΣikΣjk(t, x, µt). Here and below we use the usual Einstein convention for

summation.
Note that DDSDE (1.1) is also called mean-field SDE or McKean-Vlasov SDE in the literature

if

b(t, x, µ) :=

∫
Rd
b̂(t, x, y)µ(dy), Σ(t, x, µ) :=

∫
Rd

Σ̂(t, x, y)µ(dy) (1.2)

for all (t, x, µ) ∈ R+ × Rd × P(Rd), where b̂ : R+ × R2d → Rd and Σ̂ : R+ × R2d → Rd ⊗ Rd are
measurable functions. It naturally appears in the studies on the limiting behavior of interacting
particle systems and mean-field games. Roughly speaking, DDSDE (or McKean-Vlasov SDE)
describe stochastic systems whose evolution is determined not only by the microcosmic location
of the particle, but also by the macrocosmic distribution. So it has attracted wide attention (see
[7, 8, 9, 23, 34, 44] and references therein).

When b and Σ satisfy some continuity assumptions, there are numerous results devoted to
studying the existence and uniqueness of this type of DDSDE (1.1) (see [21, 46] for examples). For
the case that b is only measurable, of at most linear growth and Lipschitz continuous with respect
to µ, when Σ does not depend on µ, is uniformly non-degenerate and Lipschitz continuous, by using
the classical Krylov estimates, Mishura and Veretenikov [35] obtained the strong well-posedness
of (1.1). After that, the strong well-posedness was extended to local LqtL

p
x drift by Röckner and

Zhang in [40]. Moreover, by the relative entropy method and Girsanov’s theorem, Lacker [31] also
obtained some well-posedness results for linear growth cases (see also [30]). Then, in the special
case (1.2), Han obtained the well-posedness for LqtL

p
x drift based on the relative entropy method

in [22]. In [50], by some heat kernel estimates and Schauder-Tychonoff fixed point theorem, Zhao
established the well-posedness results for DDSDE in a more general case (1.1) when b satisfies some
LqtL

p
x condition and the derivatives of Σ with respect to µ are Hölder continuous. It should be

noted that by Zvonkin’s transformation of [53] (see also [48] and [49]) and entropy method, the last
two authors together with Zhang in [24] obtained the strong well-posedness for (1.1), where Σ does
not dependent on µ and b is in mixed LqtL

p
x space. For existence and uniqueness results on weak

solutions to Nemytskii-type (=density dependent) DDSDE with merely measurable coefficients we
refer to [2, 3, 4, 5].

In this work, we are interested in investigating the averaging principle of the following DDSDE
with highly oscillating time component

dXε
t = b

(
t

ε
,Xε

t , µ
ε
t

)
dt+ σ(Xε

t )dWt, Xε
0 = ξ ∈ F0, (1.3)

where σ : Rd → Rd ⊗ Rd is a measurable function, µεt := L(Xε
t ) is the time marginal law of Xε

t

and the time scale 0 < ε� 1.
Usually, solving the original system (1.3) is relatively difficult because of the highly oscillating

time component. Therefore, it is desirable to find a simplified system which simulates and predicts
the evolution of the original system over a long time scale. As is well known, the highly oscillating
time component can be “averaged” out to produce such a simplified system under some suitable
conditions, which is called averaging principle.

More exactly, let

b̄(x, µ) := lim
T→∞

1

T

∫ T

0

b(t, x, µ)dt. (1.4)

If b is independent of µ, b is called a KBM-vector feld (KBM stands for Krylov, Bogolyubov and
Mitropolsky) if the convergence (1.4) is uniformly with respect to x on bounded subsets of Rd (see
e.g. [41]). The averaging principle states, as the time scale ε goes to zero, that the solution of
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the original equation (1.3) converges to that of the following averaged equation on any finite time
interval

dXt = b̄(Xt, µt)dt+ σ(Xt)dWt, X0 = ξ, (1.5)

where µt stands for the distribution of Xt.
The averaging principle was firstly established for deterministic systems by Krylov, Bogolyubov

and Mitropolsky [6, 28]. Then it was extended to stochastic differential equations by Khasminskii
[26]. After that, extensive work on the averaging principle for finite and infinite dimensional
stochastic differential equations was done; see e.g. [1, 10, 11, 12, 15, 18, 19, 20, 27, 33, 36, 45, 47]
and the references therein.

Recall that the strong convergence rate of the averaging principle for slow-fast McKean-Vlasov
SDE was established by the techniques of time discretization and Poisson equation in [38]. Fur-
thermore, as discussed in [25], the strong convergence rate of the averaging principle for slow-fast
McKean-Vlasov SPDE was studied, based on the variational approach and the technique of time
discretization. Note that the coefficients of the slow equation with fast variables were globally
Lipschitz continuous with respect to the slow variable in the above results. Recently, the strong
convergence without a rate for DDSDE with highly oscillating time component driven by fractional
Brownian motion and standard Brownian motion was shown in [43], which requires that the drift
term is continuous in the slow variable.

Obviously, Lipschitz or continuity assumptions on b are too strong for some applications. There
are a lot of interesting models from physics, only having bounded measurable or even singular

Lp interaction kernels b and b̂. For example, the rank-based interaction studied in [30] has an
indicator kernel, which is discontinuous; the Biot-Savart law appearing in the vortex description of
2-dimensional incompressible Navier-Stokes equations has a singular kernel like x⊥/|x|2 (see e.g.
[52]). However, to the best of our knowledge, there is no result concerning the averaging principle
both of DDSDE and SDE with Lp drift.

Following the above motivations, we consider the strong and weak convergence of the averaging
principle for DDSDE with Lp drift in the present paper. Moreover, we obtain the rate of the
strong and weak convergence, which is important for functional limit theorems in probability and
homogenization in PDEs. Throughout this paper we need the following conditions.

(H1
b) Let p0 ∈ (d ∨ 2,∞) and assume that there is a nonnegative constant κ0 such that for all

t > 0 and µ, ν ∈ P(Rd)

|||b(t, ·, µ)|||p0 +
|||b(t, ·, µ)− b(t, ·, ν)|||p0

‖µ− ν‖var
6 κ0,

where ‖µ− ν‖var := sup
A∈B(Rd)

|µ(A)− ν(A)| is total variation.

(H2
b) There are functions b̄ : Rd × P(Rd) → Rd, ω : R+ → R+ and H : Rd × P(Rd) → R+ such

that for all (T, t, x, µ) ∈ R2
+ × Rd × P(Rd)∣∣∣∣∣ 1

T

∫ T+t

t

(b(s, x, µ)− b̄(x, µ))ds

∣∣∣∣∣ 6 ω(T )H(x, µ), (1.6)

where lim
t→∞

ω(t) = 0 and sup
µ
|||H(·, µ)|||p0 < κ0. Here p0 and κ0 are as in (H1

b).

(Hσ) There are constants p > d ∨ 2, κ1 > 1 and β ∈ (0, 1) such that for all x, y, ξ ∈ Rd,

κ−11 |ξ| 6 |σ(x)ξ| 6 κ1|ξ|, |||∇σ|||p 6 κ1,

and

‖σ(x)− σ(y)‖HS 6 κ1|x− y|β ,
where ‖ · ‖HS is the Hilbert-Schmidt norm.

Please see the definition of the localized Lp norm ||| · |||p in Section 2.1.
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Remark 1.1. We Note that

|||b̄(·, µ)|||p0 6
1

T

∫ T

0

|||b(s, ·, µ)|||p0ds+ ||| 1
T

∫ T

0

(
b(s, ·, µ)− b̄(·, µ)ds

)
|||p0

6 κ0 + ω(T )|||H(·, µ)|||p0 ,

provided conditions (H1
b) and (H2

b) hold. Taking T →∞, we have

|||b̄(·, µ)|||p0 6 κ0.

Similarly, we have

|||b̄(·, µ)− b̄(·, ν)|||p0 6 κ0‖µ− ν‖var.

Thus, the coefficient b̄ satisfies the condition (H1
b) with the same constant κ0.

Under assumptions (H1
b) and (Hσ), for any initial value ξ ∈ F0, it is well-known that there is

a unique strong solution to DDSDE (1.3) (respectively, (1.5) ); see [50] and [24]. The aim of this
work is to show the following strong and weak convergence of the averaging principle for DDSDE
and SDE with Lp drift.

Theorem 1.2. Under (H1
b), (H2

b) and (Hσ), for any T > 0 and ` ∈ (0, 1), there is a constant C,
depending only on κ0, κ1, T, d, β, p0, p, `, such that for any ε > 0

sup
t∈[0,T ]

‖µεt − µt‖var 6 C inf
h>0

(
h

1
2−

d
2p0 + ω

(
h

ε

))
(1.7)

and

E

(
sup
t∈[0,T ]

|Xε
t −Xt|2`

)
6 C inf

h>0

(
(ω(h/ε))

2
+ h1−

d
p0

)`
. (1.8)

When the drift b is independent of the distribution, we have the following results, where the
convergence rate is independent of p0.

Theorem 1.3. Assume that

b(t, x, µ) ≡ b(t, x).

Under (H1
b), (H2

b) and (Hσ), for any T > 0, δ > 0 and ` ∈ (0, 1), there is a constant C, depending
only on κ0, κ1, T, d, p0, p, δ, `, such that for any ε > 0

E

(
sup
t∈[0,T ]

|Xε
t −Xt|2`

)
6 C inf

h>0

((
ω

(
h

ε

))2

+ h1−δ

)`
.

Remark 1.4. (i) Since we use the Zvonkin transformation using the parabolic equation, when
b̄ = b̄(t) = b̄(·, µt) depends on the time variable t, the time regularity for solutions to this
parabolic equation affects the convergence rate (see (5.2) and Lemma 3.15 for more details).
When b̄ is independent of time, we can construct the Zvonkin transformation using the
elliptic equation. Hence, the convergence rates in Theorems 1.2 and 1.3 are different.

(ii) Noting that |||f |||p0 . ‖f‖∞ for all p0 ∈ (1,∞), all results in our paper are valid for p0 =∞,
in which case the rate of convergence in (1.8) is

inf
h>0

((
ω

(
h

ε

))2

+ h1−δ

)`
for any δ > 0. In particular, we obtain the convergence rate ε

1
3−δ for a large number of

examples (see e.g. Example 1.7 below), which is faster than ε
1
6 in [25].



AVERAGING PRINCIPLE OF DDSDE WITH SINGULAR DRIFT 5

Remark 1.5. These averaging principle results are also applicable to the following system

dXt = εb (t,Xt,L(Xt)) dt+
√
εσ(Xt)dWt. (1.9)

Define Zεt := Xt/ε and W ε
t :=

√
εWt/ε for all t ∈ R+. We rewrite (1.9) as

dZεt = b (t/ε, Zεt ,L(Zεt )) dt+ σ(Zεt )dW ε
t .

Then we can consider the following system

dX̃ε
t = b

(
t/ε, X̃ε

t ,L(X̃ε
t )
)

dt+ σ(X̃ε
t )dWt.

Note that since the drift of both the DDSDE and SDE in this paper is locally Lp0x integrable, we
cannot use Gronwall’s lemma or the generalized Gronwall lemma directly to prove the convergence
of Xε to X as in [25, 43]. On the other hand, our system (1.3) can be rewritten in the following
slow-fast system: 

dXε
t = b (Y εt , X

ε
t , µ

ε
t ) dt+ σ(Xε

t )dWt,

dY εt =
1

ε
dt.

Since the Kolmogorov operator of the fast process Y εt = t
ε , t > 0, does not have a second order

elliptic part, we cannot use the technique based on the Poisson equation as in [38]. To overcome
these difficulties, we use Zvonkin’s transformation to remove the drift b and employ the classical
technique of time discretization.

More precisely, consider the following backward PDE for t ∈ [0, T ] related to (1.5)

∂tu+ aij∂i∂ju− λu+B · ∇u+B = 0, u(T ) = 0,

where B(t, x) := b̄(x, µt), λ > 0, is the dissipative term. Under (Hσ) and (H1
b), Xia et al [48]

proved that for a sufficiently large number λ, there is a solution u such that

|∇u(t, x)| 6 1

2
, t ∈ [0, T ], x ∈ Rd.

Hence, if we define Φt(x) := x + u(t, x), then x → Φt(x) is a C1 diffeomorphism of Rd. By Itô’s
formula, Y εt := Φt(X

ε
t ) and Yt := Φt(Xt) solve the following new SDEs:

dY εt =λu(t,Φ−1t (Y εt ))dt+ (σ∗∇Φt(Φ
−1
t (Y εt )))dWt

+
(
b(t/ε,Xε

t , µ
ε
t )− b̄(Xε

t , µt)
)
· ∇Φt

(
Xε
t

)
dt

and

dYt = λu(t,Φ−1t (Yt))dt+ (σ∗∇Φt)(Φ
−1
t (Yt))dWt,

where σ∗ is the transpose of σ and Φ−1t is the inverse of x→ Φt(x). Since these new systems have
differentiable diffusion coefficients and the drifts are Lipshitz continuous, we can use the stochastic
Gronwall inequality. Please see the complete formulation in Section 5.

The remaining part of the proof is about how to use the technique of time discretization to
estimate the following crucial term

E
[

sup
t∈[0,T ]

∣∣∣ ∫ t

0

(
b(
s

ε
,Xε

s , µ
ε
s)− b̄(Xε

s , µs)
)
· ∇Φs

(
Xε
s

)
ds
∣∣∣2]. (1.10)

In particular, we need to estimate

‖µt − µεt‖var (1.11)

and the following difference for B(t) = b(s/ε) · ∇Φt and B(t) = b̄ · ∇Φt:

E
∣∣∣ ∫ t

0

(
B(s,Xε

s , µ
ε
s)−B(s,Xε

πh(s)
, µεπh(s))

)
ds
∣∣∣2, (1.12)
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where πh(s) is defined by πh(s) = s for s ∈ [0, h) and

πh(s) := kh, s ∈ [kh, (k + 1)h), ∀k ∈ N.

Since b is not continuous, it is not an easy problem to give an estimate for (1.12). Thanks to
the important observation in [17, Lemma 2.1], we deal with this problem by considering the time
regularity for the semi-group generated by the solutions to (1.3). Basically, if Xε

t = Wt is a
standard Brownian motion and f is a discontinuous function, we have

E
∣∣∣ ∫ t

0

(
f(Ws)− f(Wπh(s))

)
ds
∣∣∣2

= 2E
∫ t

0

∫ t

s

(
f(Ws)− f(Wπh(s))

)(
f(Wr)− f(Wπh(r))

)
drds

= 2E
∫ t

0

(
f(Ws)− f(Wπh(s))

)(
EFs

∫ t

s

(
f(Wr)− f(Wπh(r))

)
dr
)

ds,

where Fs := σ(Wr, r 6 s) and EFs is the conditional expectation with respect to Fs. We note
that by the Markov property,

EFs

∫ t

s

(
f(Wr)− f(Wπh(r))

)
dr

= EFs

∫ s+h

s

(
f(Wr)− f(Wπh(r))

)
dr +

∫ t

s+h

(
Pr−sf(Ws)− Pπh(r)−sf(Ws)

)
dr,

where Ptf(x) := Ef(x+Wt) is the semi-group of Brownian motion. Note that as h→ 0 the first
term converges to zero. And the second term also converges to zero as h → 0 since s → Psf is
continuous. Please see Section 3 below for more details. We mention that similar estimates are
obtained in [32] by the stochastic sewing techniques.

To estimate (1.11), we employ a method based on the Kolmogorov equation which is also used
in [37]. Then, again by time discretization, we estimate the difference (1.11) and obtain (1.7) (see
Section 4).

Now we illustrate our results by some examples. Firstly, the following example shows that the
function ω(t) can be of the form t−α with any power α ∈ (0, 1], which can also be used in some
systems with singular interactions.

Example 1.6. Consider the following DDSDE in Rd

dXε
t =

([
(1 + t/ε)−α1 + 1

] ∫
Rd

Xε
t − y

|Xε
t − y|α2

µεt (dy)

)
dt+ dWt

=: b(t/ε,Xε
t , µ

ε
t )dt+ dWt,

where α1 > 0, 1 < α2 < 2 ∧ (1 + d
2 ) and µεt is the distribution of Xε

t . It is clear that the averaged
equation is

dXt =

(∫
Rd

Xt − y
|Xt − y|α2

µt(dy)

)
dt+ dWt

=: b̄(Xt, µt)dt+ dWt,

where µt is the distribution of Xt, and∣∣∣∣∣ 1

T

∫ t+T

t

(
b(s, x, µ)− b̄(x, µ)

)
ds

∣∣∣∣∣ 6 ω (T ) (1− α1)−1
∫
Rd

|x− y|
|x− y|α2

µ(dy)

for all (T, t, x, µ) ∈ R2 × R× P(Rd), where

ω(t) =

{
t−(α1∧1) for α1 ∈ (0, 1) ∪ (1,∞)

t−1 ln t for α1 = 1.



AVERAGING PRINCIPLE OF DDSDE WITH SINGULAR DRIFT 7

Then we have for any δ > 0

sup
t∈[0,T ]

‖µεt − µt‖var 6 Cε
α(2−α2)
2+2α−α2

−δ

and [
E

(
sup
t∈[0,T ]

|Xε
t −Xt|2`

)] 1
`

6 Cε
4α−2αα2
2+2α−α2

−δ

for any 0 < ` < 1, where α = α1 ∧ 1 for α1 ∈ (0,∞).

Next we give a more general example, where the function ω(t) � t−1, i.e. there exists a constant
C such that C−1t−1 6 ω(t) 6 Ct−1.

Example 1.7. Let p0 ∈ (d ∨ 2,∞). Consider the following DDSDE

dXε
t =

[∫
R
F

(
sin(ξt/ε),

∫
Rd
φ(Xε

t , y)µεt (dy)

)
ν(dξ)

]
dt+ dWt, (1.13)

where µεt is the time marginal law of Xt, F : [−1, 1] × Rm → Rd is measurable and satisfies for
some constant LF > 0

|F (t, 0)| 6 LF , |F (t, x)− F (t, y)| 6 LF |x− y| for all (t, x, y) ∈ [−1, 1]× R2m, (1.14)

ν is some finite measure on R satisfying∫
R\{0}

1

ξ
ν(dξ) <∞

and φ : Rd → Rm is measurable and satisfies

sup
y
|||φ(·, y)|||p0 <∞.

Set

b(t, x, µ) :=

∫
R
F

(
sin(ξt),

∫
Rd
φ(x, y)µ(dy)

)
ν(dξ)

and

b̄(x, µ) :=
1

2π

∫ 2π

0

F

(
sin τ,

∫
Rd
φ(x, y)µ(dy)

)
ν(R \ {0})dτ

+ F

(
0,

∫
Rd
φ(x, y)µ(dy)

)
ν({0}).

We claim that

(b, b̄) satisfies conditions (H1
b) and (H2

b) with ω(T ) :=
4πLF
T

∫
R\{0}

ν(dξ)

|ξ|
, (1.15)

which is proved in the Appendix.
Hence, based on Theorem 1.2 and Lemma A.1, we have

sup
t∈[0,T ]

‖µεt − µt‖var 6 Cε
1
3−

2d
9p0−3d

and [
E

(
sup
t∈[0,T ]

|Xε
t −Xt|2`

)] 1
`

6 Cε
2
3

(
1− 2d

3p0−d

)
(1.16)

for any 0 < ` < 1 and T > 0, where Xt is the solution of

dXt = b̄(Xt, µt)dt+ dWt.

Here µt is the distribution of Xt for all t > 0.
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Remark 1.8. In this paper, we only consider the case where σ does not depend on time t and
the measure µ. We hope that in future work we can use our framework here to study the time-
inhomogeneous case σ = σ(t, x) or the even more general case σ = σ(t, x, µ) under the following
standard condition on σ

(H
′

σ) There are functions ωσ and Hσ such that

1

T

∫ T+t

t

‖σ(t, x, µ)− σ̄(x, µ)‖2HSdt 6 ωσ(T )Hσ(x, µ)

for all (T, t, x) ∈ (R2
+ × Rd), where lim

t→∞
ωσ(t) = 0 and sup

µ
|||Hσ(·, µ)||| p0

2
<∞.

Structure of the paper.
In Section 2, we first introduce the localized Bessel potential space, the embedding lemma and

the local Hardy-Littlewood maximal function. Then we show some well-posedness results and
priori estimates about parabolic and elliptic PDEs for later establishing the time regularity of
solutions in Section 3 and performing Zvonkin’s transformation in Section 5.

In Section 3, we study the time regularity of solutions to both SDE and PDE in the Lp frame-
work. As usual, we use the technique of time discretization to obtain the convergence for the
averaging principle. That is we need to show a time discretization’s type estimate of (1.12), and
then estimate (1.10) by condition (H2

b) (see Section 3.2). For (1.12), we first asume that Zεt is a
solution to the SDE (1.3) without drift, that is to say b ≡ 0. By the semi-group property from
condition (Hσ) and heat kernel estimates we estimate (1.12) for any localized Lp integrable B with
p > (d∨2). Then it follows from the Girsanov transform that (1.12) holds for Xε

t , where Xε
t is the

solution to (1.3) (see Section 3.1). We also prove the time regularity of the gradient of solutions
for parabolic PDEs in Section 3.3, which is used in Section 4 and Section 5 respectively.

In Section 4, after realizing that (4.8) holds, we prove the weak convergence rate of (1.11), where
the key point is the estimates for time regularity obtained in Section 3.3.

In Section 5, we give the proofs to our main results Theorems 1.2 and 1.3 by Zvonkin’s trans-
formation.

Notations.
Throughout this paper, | · | denotes the Euclidean norm on Rd, d ∈ N. For j ∈ N ∪ {0}, we

use the notation ∇j to denote the jth order derivative. Moreover, let C∞0 denote the function
space of all smooth functions with compact support. We write Ckb (respectively, C∞b ) to mean the
space of all smooth functions with bounded jth derivatives for all integer j ∈ [0, k] (respectively,
j ∈ N ∪ {0}). Let [α] be the largest integer which is smaller than α for any constant α > 0. We
use C with or without subscripts to denote an unimportant constant, whose value may change
from line to line. Writing “ := ” we mean equal by definition. By A . B we mean that for some
unimportant constant C > 1,

A 6 CB.

2. Preliminaries

In this section we show some auxiliary results for later use.

2.1. Localized Bessel potential space. For any (α, p) ∈ R× (1,∞), we write

Hα,p := (I−∆)−α/2
(
Lp(Rd)

)
for the usual Bessel potential space with the norm given by ‖f‖α,p := ‖(I−∆)α/2f‖p, where ‖ · ‖p
is the usual Lp-norm. Here (I−∆)α/2f is defined through Fourier’s transform

(I−∆)α/2f := F−1
(

(1 + | · |2)α/2Ff
)
.
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We note that if α = n ∈ N and p ∈ (1,∞), an equivalent norm in Hn,p is given by

‖f‖n,p = ‖f‖p + ‖∇nf‖p.

Let χ ∈ C∞0 (Rd) such that χ(x) = 1 for |x| 6 1, χ(x) = 0 for |x| > 2 and |χ(x)| 6 1,∀x ∈ Rd.
Define

χr(x) := χ(x/r), χzr(x) := χr(x− z)
for all r > 0 and z ∈ Rd. Given r > 0, we introduce the following localized Hα,p-space:

H̃α,p :=

{
f ∈ Hα,p

loc (Rd) : |||f |||α,p := sup
z
‖χzrf‖α,p <∞

}
.

Clearly, this space does not depend on r and the corresponding norms are equivalent. When α = 0,
we simply write

L̃p := H̃0,p and |||f |||p := |||f |||0,p.
It follows from Hölder’s inequality that for any 1 6 p2 6 p1 6∞

Lp1 ⊂ L̃p1 ⊂ L̃p2 .

For T > 0, p, q ∈ (1,∞) and α ∈ R, we set

Lpq(T ) := Lq
(
[0, T ];Lp

)
, Hα,pq (T ) := Lq

(
[0, T ];Hα,p

)
.

Now we introduce the localized space

H̃α,pq (T ) :=

{
f ∈ Hα,pq (T ) : |||f |||H̃α,pq (T ) := sup

z∈Rd
‖χzrf‖Hα,pq (T ) <∞

}
.

By a finite covering technique, it can be verified that also the definition of H̃α,pq does not depend
on the choice of r (see [48, Section 2]). We note that all these spaces are Banach spaces and that

Lq
(
[0, T ]; H̃α,p

)
⊂ H̃α,pq (T ).

For α = 0, set

L̃pq(T ) := H̃0,p
q (T ).

If q =∞, for simplicity, we define

H̃α,p(T ) := L∞([0, T ]; H̃α,p), L̃p(T ) := L̃p∞(T ), and L∞T := L∞([0, T ]× Rd).

Let Cα denote the Hölder space of order α, which consists of all functions g for which the norm

‖g‖Cα :=
∑
|β|6[α]

‖∇βg‖L∞ +
∑
|β|=[α]

[
∇βg

]
Cα−[α]

is finite, where

[g]Cα−[α] := sup
x,y∈Rd
x 6=y

|g(x)− g(y)|
|x− y|α−[α]

.

Lemma 2.1 (Embedding lemma). Let 1 < p <∞. Then we have

H̃α,p ⊂ Cα−d/p

and

H̃α,p(T ) ⊂ L∞
(

[0, T ];Cα−d/p
)

provided α > d/p.
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Proof. It follows from Sobolev’s embedding theorem that Hα,p ⊂ Cα−d/p if α > d/p. Note that

‖g‖Cα−d/p 6 sup
z
‖χzrg‖Cα−d/p

for all g ∈ Cα−d/p and r > 0. Therefore, we have

‖g‖Cα−d/p 6 sup
z
‖χzrg‖Cα−d/p . sup

z
‖χzrg‖Hα,p = |||g|||H̃α,p .

Moreover, for all f ∈ H̃α,p one sees that

sup
t∈[0,T ]

‖f(t)‖Cα−d/p 6 sup
t∈[0,T ]

sup
z
‖χzrf(t)‖Cα−d/p . sup

t∈[0,T ]

sup
z
‖χzrf(t)‖Hα,p = |||f |||H̃α,p .

�

Now we introduce the local Hardy-Littlewood maximal function, which is defined by

Mf(x) := sup
r∈(0,1)

1

|Br|

∫
Br

f(x+ y)dy.

The following result is taken from Lemma 2.1 in [48] (see also [16, Appendix A]).

Lemma 2.2. (i) There is a constant C = C(d) > 0, such that for any f ∈ L∞(Rd) with
∇f ∈ L1

loc(Rd) and for Lebesgue-almost all x, y ∈ Rd,

|f(x)− f(y)| 6 C|x− y|
(
M|∇f |(x) +M|∇f |(y) + ‖f‖∞

)
. (2.1)

(ii) For any p ∈ (1,∞), there is a constant C = C(d, p) > 0 such that for all f ∈ L̃p,

|||Mf |||p 6 C|||f |||p. (2.2)

2.2. Parabolic equation. In order to study DDSDE, we consider the following second order
parabolic PDE in R+ × Rd:

∂tu = aij∂i∂ju− λu+ b · ∇u+ f, u(0) = ϕ, (2.3)

where λ > 0, a = (aij) : Rd → Rd ⊗ Rd is a symmetric matrix-valued Borel measurable function
satisfying (Ha), i.e.,

(Ha) there exist constants c0 > 0 and θ ∈ (0, 1) such that

c−10 |ξ| 6 |a(x)ξ| 6 c0|ξ|, ‖a(x)− a(y)‖HS 6 c0|x− y|θ

for all ξ ∈ Rd and x, y ∈ Rd,
and b : R × Rd → Rd is a vector-valued Borel measurable function. Firstly, we introduce the
definition of a solution to PDE (2.3).

Definition 2.3. Let T > 0, p, q ∈ (1,∞), λ > 0, b, f ∈ L̃pq(T ) and ϕ ∈ C∞b . We call a function

u with ∂tu ∈ L̃pq(T ) and u ∈ H̃2,p
q (T ) a solution of PDE (2.3) if for Lebesgue almost all (t, x) ∈

R+ × Rd,

u(t, x) =

∫ t

0

(
aij∂i∂ju(s, x)− λu(s, x) + b · ∇u(s, x) + f(s, x)

)
ds+ ϕ(x).

Remark 2.4. For any χ ∈ C∞0 (Rd) and f ∈ H̃α,pq (T ), by the definition of the localized spaces

H̃α,pq (T ), we have χf ∈ Hα,pq (T ). Hence for any solution u of PDE (2.3) in the sense of Definition

2.3, χu is Hölder continuous on [0, T ]×Rd if d/p+2/q < 2 according to [29, Lemma 10.2]. Moreover,
∇(χu) is Hölder continuous on [0, T ] × Rd if d/p + 2/q < 1. In view of the arbitrariness of the
cut-off function χ, u (respectively, ∇u) are locally Hölder continuous on [0, T ]×Rd if d/p+2/q < 2
(respectively, d/p+ 2/q < 1).

The following property of the solution u comes from [48, Theorem 3.2].
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Lemma 2.5. Let T > 0, p, q ∈ (1,∞) with 2/q + d/p < 1, λ > 0, b ∈ L̃pq(T ). Set

Θ := (d, T, p, q, ‖b‖L̃pq(T ), c0, θ).

Then there is a constant λ0 = λ0(Θ) such that for all λ > λ0 and f ∈ L̃pq(T ) and ϕ ∈ H̃2,p,
there is a unique solution u to PDE (2.3) on [0, T ] in the sense of Definition 2.3 such that for any
α ∈ [0, 2), p′ ∈ [p,∞], q′ ∈ [q,∞] with

β := 2− α+
2

q′
+
d

p′
−
(2

q
+
d

p

)
> 0,

there is a constant C = C(Θ, α, p′, q′) > 0 such that for all λ > λ0

λ
β
2 |||u|||H̃α,p′

q′ (T )
+ |||∂tu|||L̃pq(T ) + |||∇2u|||L̃pq(T ) 6 C

(
|||f |||L̃pq(T ) + |||ϕ|||2,p

)
. (2.4)

Remark 2.6. By Lemma 2.1, we have u ∈ L∞([0, T ]; Cγ) for any γ ∈ (1, 2− 2/q − d/p).

Proof. We note that u is a solution to PDE (2.3) with u(0) = ϕ in the sense of Definition 2.3 if
and only if ū := u−ϕ is a solution to PDE (2.3) with ū(0) = 0 and f = f +aij∂i∂jϕ−λϕ− b ·∇ϕ.
Based on Lemma 2.1, we have

|||f + aij∂i∂jϕ− λϕ− b · ∇ϕ|||L̃pq(T ) . |||f |||L̃pq(T ) + |||ϕ|||2,p + |||b|||L̃pq(T )‖∇ϕ‖∞
. |||f |||L̃pq(T ) + (1 + |||b|||L̃pq(T ))|||ϕ|||2,p,

and complete the proof by [48, Theorem 3.2]. �

With the help of a priori estimate (2.4), we obtain the well-posedness of PDE (2.3) for any
λ > 0.

Proposition 2.7. Let T > 0, p, q ∈ (1,∞) with 2/q + d/p < 1, λ > 0, b ∈ L̃pq(T ). Then for

all f ∈ L̃pq(T ) and ϕ ∈ H̃2,p there is a unique solution u to PDE (2.3) on [0, T ] in the sense of
Definition 2.3 such that

|||∇u|||L̃∞T + |||∂tu|||L̃pq(T ) + |||u|||H̃2,p
q (T ) 6 C

(
|||f |||L̃pq(T ) + |||ϕ|||H̃2,p

)
, (2.5)

where C = C(Θ, λ).

Proof. By the standard continuity method, it suffices to show a priori estimate (2.5) for (2.3). To
this end, we rewrite (2.3) as

∂tu = aij∂i∂ju− (λ+ λ0)u+ b · ∇u+ f + λ0u,

where λ0 is as in Lemma 2.5. In view of Lemma 2.5, we have

(λ+ λ0)
β
2 |||u|||H̃α,p

q′
+ |||∂tu|||L̃pq(T ) + |||∇2u|||L̃pq(T ) 6 C

(
|||f |||L̃pq(T ) + λ0|||u|||L̃pq(T ) + |||ϕ|||2,p

)
, (2.6)

where C = C(Θ, α, q′) > 0, β = 2− α+ 2
q′ −

2
q > 0. Taking q′ =∞ in (2.6), then we have

(λ+ λ0)
β
2 sup
t∈[0,T ]

|||u(t)|||p 6 C

|||f |||L̃pq(T ) + λ0

(∫ T

0

|||u(t)|||qpdt

) 1
q

+ |||ϕ|||2,p

 .

Now it follows from Gronwall’s Lemma that

sup
t∈[0,T ]

|||u(t)|||p 6 C
(
|||f |||L̃pq(T ) + |||ϕ|||2,p

)
, (2.7)

where C depends on Θ, α, λ. Combining (2.6) and (2.7), we obtain for 1 < α < 2− 2/q

|||u|||H̃α,p + |||∂tu|||L̃pq(T ) + |||u|||H̃2,p
q (T ) 6 C

(
|||f |||L̃pq(T ) + |||ϕ|||2,p

)
.

and complete the proof by Lemma 2.1. �



12 MENGYU CHENG, ZIMO HAO, MICHAEL RÖCKNER

2.3. Elliptic equation. Now we consider the following second order elliptic PDE in Rd:
aij∂i∂ju− λu+ b · ∇u = f, (2.8)

where λ > 0, a = (aij) : Rd → Rd ⊗ Rd is a symmetric matrix-valued Borel measurable function
satisfying (Ha) and b : Rd → Rd is a vector-valued Borel measurable function. Firstly, we introduce
the definition of a solution to PDE (2.8).

Definition 2.8. Let p ∈ (1,∞), λ, T > 0 and b, f ∈ L̃p. We call u ∈ H̃2,p a solution of PDE (2.8)
if for Lebesgue almost all x ∈ Rd,

aij∂i∂ju(x)− λu(x) + b(x) · ∇u(x) = f(x).

As a corollary of Lemma 2.5, we have the following results.

Lemma 2.9. Assume b ∈ L̃p for some p > d. Then there are constants λ0 = λ0(d, |||b|||p, p, c0, θ)
and C = C(d, |||b|||p, p, p′, c0, θ) such that for any λ > λ0 and f ∈ L̃p, there exists a unique solution
u to PDE (2.8) in the sense of Definition 2.8 such that

λ
β
2 |||u|||H̃α,p′ + |||∇2u|||p 6 C|||f |||p, (2.9)

where α ∈ [0, 2), p ∈ [p,∞], p′ ∈ [p,∞] with β := 2− α+ d
p′ −

d
p > 0.

Proof. As usual, it suffices to show the a priori estimate (2.9). Let T > 0, u be a solution to
(2.8) and φ be a nonnegative and nonzero smooth function on [0,∞) with φ(0) = 0. Define
ũ(t, x) := φ(t)u(x). Then, one sees that ũ is a solution to the following parabolic equation in the
sense of Definition 2.3:

∂tũ = aij∂i∂j ũ− λũ+ b · ∇ũ− φf + φ′u, ũ(0) = 0.

By (2.4), we have for any α ∈ [0, 2), p′ ∈ [p,∞] with β := 2− α+ d
p′ −

d
p > 0,

λ
β
2 |||ũ|||H̃α,p′ (T ) + |||∇2ũ|||L̃p(T ) 6 C|||φ

′u− φf |||L̃p(T ),

which implies that

λ
β
2 |||u|||H̃α,p′ + |||∇2u|||p 6 C‖φ‖−1∞ (‖φ′‖∞|||u|||p + ‖φ‖∞|||f |||p) ,

where ‖φ‖∞ := supt∈[0,T ] |φ(t)|. Noting that |||u|||p 6 |||u|||p′ , we obtain (2.9) and complete the proof.
�

3. Analysis of time regularity

In this section, letting T > 0, we assume that

B ∈ L̃p0(T ) and σ : Rd → Rd ⊗ Rd satisfy (Hσ) for some p0 > d. (3.1)

and consider the following SDE on a probability space (Ω,F , (Ft)t>0,P):

Xx
s,t = x+

∫ t

s

B(r,Xx
s,r)dr +

∫ t

s

σ(Xx
s,r)dWr, (3.2)

where Wt is a standard d-dimensional Brownian motion. Furthermore, consider the PDE on
[0, T ]× Rd

∂tu = aij∂i∂ju− λu+B · ∇u+ f, u(0) = ϕ, (3.3)

where λ > 0, f ∈ L̃p0(T ), ϕ ∈ C∞b and aij := 1
2

d∑
k=1

σikσjk. Under condition (3.1), by [48] there is

a unique strong solution Xx
s,· to (3.2) for any (s, x) ∈ R+ × Rd. The purpose of this section is to

obtain some moment estimates for the following functionals of Xx
0,t∫ T

0

f(s,Xx
0,πh(s)

)ds and

∫ T

0

[
f(s,Xx

0,s, µ
x
s )− f(s,Xx

0,πh(s)
, µxπh(s))

]
ds,
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where µxt is the distribution of Xx
0,t and f ∈ Lpq(T ) for some 2/q + d/p < 2. The first integral is

estimated by Krylov’s type estimates. Compared to the case of smooth coefficients in [43], f in the
second integral has no regularity. To overcome this obstacle, we use the observation mentioned in
the introduction to replace f(Xx

0,t)− f(Xx
0,πh(t)

) by PX0,tf − PX0,πh(s)f , where PX is the transition

semi-group of X. Hence, we only need to obtain some time regularity results for the semigroup.
In Subsection 3.1, we consider the time-homogeneous case with B ≡ 0. By Girsanov’s Theorem,

we extend the results in Subsection 3.1 to Xx
s,t in Subsection 3.2. Moreover, we obtain additional

time regularity estimates for PX by Duhamel’s formula which can not be gotten from Girsanov’s
theorem. In the light of Duhamel’s formula again, we also have two time regularity estimates for
∇u in Subsection 3.3, where u is the solution to (3.3).

For simplicity, throughout this section we set

Ξ := (d, T, p0, |||B|||L̃p0 (T ), κ1, β).

3.1. Time regularity for solutions to SDE with no drift. First of all, we recall the following
generalized Itô formula from [48, Lemma 4.1-iii)] (see also [29, Theorem 3.7] for the original one).

Lemma 3.1 (Generalized Itô formula). Let p, q ∈ [2,∞) with 2/q + d/p < 1. For any T > 0 and

any u ∈ H̃2,p
q (T ) with ∂tu ∈ L̃pq(T ), we have for any t ∈ [s, T ] and x ∈ Rd,

u(t,Xx
s,t) = u(s, x) +

∫ t

s

(∂ru+ aij∂i∂ju+B · ∇u)(r,Xs,r(x))dr

+

∫ t

s

∇u(r,Xs,r(x))dWr.

(3.4)

In this subsection, we consider the following case where B ≡ 0:

Zxt = x+

∫ t

0

σ(Zxs )dWs. (3.5)

Define Pσt f(x) := Ef(Zxt ). By Proposition 2.7, there is a unique solution to the following second
order parabolic PDE on [0, T ]× Rd:

∂tu = aij∂i∂ju, u0 = ϕ. (3.6)

Lemma 3.2. Assume (Hσ) holds. Let 0 6 s 6 t, ϕ ∈ C∞b (Rd), u and Zxt be the solution to (3.6)
and (3.5) respectively. Then we have P-a.s.

E [ϕ(Zxt )|Fs] = u(t− s, Zxs ). (3.7)

In particular,

E [ϕ(Zxt )|Fs] = Pσt−sϕ(Zxs ) P− a.s. (3.8)

Moreover, for any t > 0 and f ∈ C2
b ,

Pσt f − f =

∫ t

0

Pσr (aij∂i∂jf)dr. (3.9)

Proof. For all t > 0, applying the generalized Itô formula (3.4) to s 7→ u(t− s, Zxs ), we have

u(0, Zxt ) = u(t− s, Zxs ) +

∫ t

s

(−∂ru(t− r, Zxr ) + aij∂i∂ju(t− r, Zxr )) dr +

∫ t

s

∇u(t− r, Zxr )dWr.

Noting that u(t− s, Zxs ) is Fs-measurable, and taking conditional expectation with respect to Fs

on both sides, we have

E [ϕ(Zxt )|Fs] = u(t− s, Zxs ) P− a.s.,

which for s = 0 implies that

Pσt ϕ(x) = Eϕ(Zxt ) = u(t, x).
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Then (3.8) is straightforward from (3.7). For (3.9), since f ∈ C2
b , we use the classical Itô formula

and have

f(Zxt ) = f(x) +

∫ t

0

aij∂i∂jf(Zxr )dr +

∫ t

0

∇f(Zxr )dWr.

Then, we have (3.9) by taking expectation and complete the proof. �

Based on Lemma 3.2 and the uniqueness of (3.6), we have the following Chapman-Kolmogorov
equations

Pσs P
σ
t = Pσs+t. (3.10)

Set

ρt(x) := (2πt)−d/2e−|x|
2/(2t).

Then the following lemma is from [13, Theorem 2.3].

Lemma 3.3. Assume (Hσ) holds. Then there is a unique function pσ· (·, ·) : R+ × R2d → R such
that for any j = 0, 1, 2

|∇jxpσt (x, y)| 6 c1t−
j
2 ρc2t(x− y) (3.11)

and

Pσt f(x) =

∫
Rd
f(y)pσt (x, y)dy (3.12)

for any f ∈ C(Rd), where c1 and c2 are positive constants depending on Ξ.

For any h ∈ (0, 1), recall that πh(t) := t for t ∈ [0, h) and

πh(t) := kh, t ∈ [kh, (k + 1)h), k > 1.

Remark 3.4. The reason why we define πh(t) = t for t ∈ [0, h) is that the function space here is
Lp. If the initial data don’t have an Lq density, Ef(Zπh(t)) = Ef(Z0), f ∈ Lp, will blow up for all
t < h.

Now we give the following Krylov estimate and Khasminskii estimate.

Lemma 3.5. Assume (Hσ) holds. For any T > 0, k = 0, 1, 2, p ∈ [1,∞] and q ∈ [p,∞], there is a

constant C = C(Ξ, p, q) such that for all 0 6 s < t 6 T , x ∈ Rd and nonnegative functions f ∈ L̃p

|||∇kPσt f |||q 6 Ct−k/2−d/(2p)+d/(2q)|||f |||p (3.13)

and for 2/q + d/p < 2, h > 0 and nonnegative functions f ∈ L̃pq(T )

E
∫ t

s

f(r, Zxr )dr + E
∫ t

s

f(r, Zxπh(r))dr 6 C(t− s)1−
1
q−

d
2p |||f |||L̃pq(T ). (3.14)

Moreover, for any f ∈ L̃pq(T ) with d/p+ 2/q < 2,

sup
x∈Rd

E exp

(∫ T

0

f(t, Zxt )dt

)
<∞. (3.15)

Proof. Without loss of generality we assume that c2 = 1 in (3.11). Combining Lemma 3.3 and
Young’s convolution inequality, one sees that

|||∇kPσt f |||q . |||
∫
Rd
f(y)∇kxpσt (·, y)dy|||q

. t−k/2|||ρt ∗ f |||q . t−k/2 sup
w
‖1|·−w|61

∫
Rd
f(· − y)ρt(y)dy‖q

. t−k/2 sup
w
‖1|·−w|61

1

|B1|

∫
Rd

∫
Rd

1|y−z|61f(· − y)1|y−z|61ρt(y)dydz‖q
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. t−k/2 sup
w
‖
∫
Rd

∫
Rd

1|·−y−w+z|62f(· − y)1|y−z|61ρt(y)dydz‖q

. t−k/2 sup
w

∫
Rd
‖
∫
Rd

1|·−y−w+z|62f(· − y)1|y−z|61ρt(y)dy‖qdz

. t−k/2
∫
Rd

sup
w
‖1|·−w+z|62f(·)‖p‖1|·−z|61ρt(·)‖rdz

. t−k/2
∫
Rd

(∫
|y−z|61

|ρt(y)|rdy

)1/r

dz|||f |||p,

where 1 + 1/q = 1/r + 1/p. Next, one sees that∫
Rd

(∫
|y−z|61

(ρt(y))rdy

)1/r

dz . ‖ρt‖r +

∫
|z|>2

(∫
|y−z|61

(ρt(y))rdy

)1/r

dz.

We note that

|z| > 2, |y − z| 6 1⇒ |y| > |z| − |y − z| > |z|
2
,

which implies that ρt(y) . ρt(z/2), and ‖ρt‖r . t−d/2+d/(2r) = t−d/(2p)+d/(2q), we have∫
Rd

(∫
|y−z|61

(ρt(y))rdy

)1/r

dz . ‖ρt‖r +

∫
|z|>2

(∫
|y−z|61

(ρt(z/2))rdy

)1/r

dz

. t−d/(2p)+d/(2q) +

∫
|z|>2

ρt(z/2)dz . t−d/(2p)+d/(2q) + 1

and obtain (3.13).
Now we show (3.14). Set p′ := p

p−1 and q′ := q
q−1 . Without loss of generality, we take s = 0.

By (3.13), for any h > 0,

E
∫ t

0

f(s, Zxπh(s))ds .
∫
Rd

(∫ t

0

( ∫
|y−z|61

|ρπh(s)(y)|p
′
dy
)q′/p′

ds
)1/q′

dz|||f |||L̃pq(T ).

Then, we have

I :=

∫
Rd

(∫ t

0

( ∫
|y−z|61

|ρπh(s)(y)|p
′
dy
)q′/p′

ds
)1/q′

dz

.
( ∫ t

0

‖ρπh(s)‖
q′

p′ds
)1/q′

+

∫
|z|>2

(∫ t

0

|ρπh(s)(z/2)|q
′
ds
)1/q′

dz

.
( ∫ t

0

(πh(s))−dq
′/(2p)ds

)1/q′
+ t

∫
|z|>2

|z|−d exp(−|z|2/(16T ))dz

. t1−1/q−d/(2p) + t,

since dq′/(2p) < 1 and ρs(z) 6 C|z|−d exp(− |z|
2

4T ) for all s < T . Similarly, we obtain

E
∫ t

0

f(s, Zxs )ds . t1−
1
q−

d
2p + t.

Finally, noting that by (3.8)

E
[ ∫ t

s

f(s, Zxr )dr
∣∣∣Fs

]
= E

∫ t

s

f(s, Zyr−s)dr
∣∣∣
y=Zxs

,

(3.15) is direct from (3.14) (see [49, Corollary 3.5] for example) and we complete the proof.
�
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Remark 3.6. We note that for any fixed h > 0 and x ∈ Rd

E exp
( ∫ T

0

f(t, Zxπh(t))dt
)
<∞

is not true. For example, letting Zxt = Wt, when d > 2 and f(t, x) = |x|−1/2 ∈ L̃d+1(Rd), we have

E exp

(∫ 2h

h

f(t,Wπh(t))dt

)
= E exp(h|Wh|−1/2)

=

∫
Rd
e

h√
|x| ρh(x)dx >

h2d

(2d)!

∫
Rd

1

|x|d
ρh(x)dx =∞.

Lemma 3.7. Let T > 0, k = 0, 1, and 1 6 p 6 q 6 ∞. Then there is a constant C = C(Ξ, p, q)
such that for all 0 < s 6 t 6 T ,

|||∇k(Pσt ϕ− Pσs ϕ)|||q 6 C
(

[(t− s)
2−k
2 s

k−2
2 ] ∧ 1

)
s−

k
2−

d
2p+

d
2q |||ϕ|||p. (3.16)

Proof. Based on (3.10) and (3.9), one sees that

Pσt ϕ− Pσs ϕ = Pσt−s(P
σ
s ϕ)− Pσs ϕ =

∫ t−s

0

Pσr (aij∂i∂jP
σ
s ϕ)dr.

By (3.13), we have

|||∇k(Pσt ϕ− Pσs ϕ)|||q .
∫ t−s

0

r−
k
2 |||∇2Pσs ϕ|||qdr

.
∫ t−s

0

r−
k
2 s−1+

d
2q−

d
2p |||ϕ|||pdr

.
[
(t− s)

2−k
2 s

k−2
2

]
s−

k
2−

d
2p+

d
2q |||ϕ|||p.

Moreover, noting that by (3.13)

|||∇k(Pσt ϕ− Pσs ϕ)|||q 6 |||∇kPσt ϕ|||q + |||∇kPσs ϕ|||q

. s−
k
2−

d
2p+

d
2q |||ϕ|||p

for s 6 t, we complete the proof. �

When p =∞ and σ ≡ I, the following lemma has been proved in [17, Lemma 2.1] for Brownian
motion. For classical Lp spaces, Lê and Ling obtained these results by the stochastic sewing lemma
in [32]. For the localized Lp space, we provide a different proof here, which is based on (3.16) and
(3.13).

Lemma 3.8. Assume (Hσ) holds. Then for any T > 0 and p ∈ (d ∨ 2,∞), there is a constant

C = C(Ξ, p) such that for any stopping time τ 6 T , h ∈ (0, 1), x ∈ Rd and f ∈ L̃p(T ),

E
∣∣∣ ∫ τ

0

(f(t, Zxt )− f(t, Zxπh(t)))dt
∣∣∣2 6 Ch lnh−1|||f |||2L̃p(T )

. (3.17)

Proof. We divide the proof into four steps. In Step 1, we prove that

E
∣∣∣ ∫ t

s

(f(r, Zxr )− f(r, Zxπh(r)))dr
∣∣∣2 6 C(hs− d

2p (t− s)1−
d
2p + h lnh−1(t− s)1−

d
p
)
|||f |||2L̃p(T )

; (3.18)

In Step 2, we show (3.17) for τ = T ; In Step 3, we show

sup
a,b∈[0,T ]

E

(∫ b

a

(f(t, Zxt )− f(t, Zxπh(t)))dt

)2

6 Ch lnh−1|||f |||2L̃p(T )
; (3.19)

In Step 4, we show (3.17) for any stopping time τ with τ 6 T .
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(Step 1) For simplicity of notation, we drop the time t in f(t, x). First, we note that by Hölder’s
inequality and (3.14),

E

(∫ 2h

0

f(Zxt )− f(Zxπh(t))dt

)2

6 2hE
∫ 2h

0

∣∣∣f(Zxt )− f(Zxπh(t))
∣∣∣2dt . h|||f |||p.

Hence, without loss of generality, we may assume s > 2h. The symmetry implies

E
∣∣∣ ∫ t

s

(f(Zxr )− f(Zxπh(r)))dr
∣∣∣2

=2

∫ t

s

∫ t

r1

E
[
(f(Zxr1)− f(Zxπh(r1)))(f(Zxr2)− f(Zxπh(r2)))

]
dr2dr1

=2

∫ t

s

∫ r1+h

r1

E
[
(f(Zxr1)− f(Zxπh(r1)))(f(Zxr2)− f(Zxπh(r2)))

]
dr2dr1

+ 2

∫ t

s

∫ t

r1+h

E
[
(f(Zxr1)− f(Zxπh(r1)))(f(Zxr2)− f(Zxπh(r2)))

]
dr2dr1

:=2I1 + 2I2.

By Hölder’s inequality and (3.13), one sees that

E
[
(f(Zxr1)− f(Zxπh(r1)))(f(Zxr2)− f(Zxπh(r2)))

]
6
(
E
∣∣∣f(Zxr1)− f(Zxπh(r1))

∣∣∣2)1/2(E∣∣∣f(Zxr2)− f(Zxπh(r2))
∣∣∣2)1/2

. (r
− d

2p

1 + πh(r1)
− d

2p )(r
− d

2p

2 + πh(r2)
− d

2p )|||f |||2p,

which implies that

I1 . |||f |||2p
∫ t

s

∫ r1+h

r1

(r
− d

2p

1 + πh(r1)
− d

2p )(r
− d

2p

2 + πh(r2)
− d

2p )dr2dr1

. |||f |||2p(s− h)−
d
2ph

∫ t

s

(r
− d

2p

1 + πh(r1)
− d

2p )dr1 . hs
− d

2p (t− s)1−
d
2p |||f |||2p.

For I2, we use conditional expectation and the Markov property (3.8). For simplicity, let

EG [·] := E[·|G ].

Then, noting that r1 6 r2 − h < r2, by the Markov property (3.8), we have

I2 =

∫ t

s

∫ t

r1+h

E
(

(f(Zxr1)− f(Zxπh(r1)))E
Fr1 [f(Zxr2)− f(Zxπh(r2))]

)
dr2dr1

=

∫ t

s

∫ t

r1+h

E
([
f(Zxr1)− f(Zxπh(r1))

][
Pσr2−r1f(Zxr1)− Pσπh(r2)−r1f(Zxr1)

])
dr2dr1.

Setting G := Pσr2−r1f − P
σ
πh(r2)−r1f , in view of Hölder’s inequality and (3.13), one sees that

I2 6
∫ t

s

∫ t

r1+h

(
E
∣∣∣f(Zxr1)− f(Zxπh(r1))

∣∣∣2)1/2(E|G(Zxr1)|2
)1/2

dr2dr1

. ||||f |2|||1/2p/2

∫ t

s

∫ t

r1+h

(r1
− d

2p + πh(r1)
− d

2p )r1
− d

2p ||||G|2|||1/2p/2dr2dr1

. |||f |||p
∫ t

s

∫ t

r1+h

(r1 − h)
− dp |||G|||pdr2dr1.

We note that by (3.16),

|||G|||p = |||Pσr2−r1f − P
σ
πh(r2)−r1f |||p
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.
(

[(r2 − πh(r2))(πh(r2)− r1)−1] ∧ 1
)
|||f |||p

.
[
(h(r2 − r1 − h)−1) ∧ 1

]
|||f |||p,

By a change of variables we have

I2 . |||f |||2p
∫ t

s

∫ t

r1+h

(r1 − h)
− dp
[
(h(r2 − r1 − h)−1) ∧ 1

]
dr2dr1

. |||f |||2p
∫ t−h

s−h

∫ t

0

(r1)
− dp
[
(h(r2)−1) ∧ 1

]
dr2dr1

. h(t− s)1−
d
p |||f |||2p

∫ t/h

0

[
(r2)−1 ∧ 1

]
dr2 . h lnh−1(t− s)1−

d
p |||f |||2p,

and we obtain (3.18).
(Step 2) In this step, we use the method in [32, Lemma 3.4] to show (3.17) with τ = T . Let

α := d
4p , ‖ · ‖ :=

(
E| · |2

) 1
2 ,

Ft :=

∫ t

0

(f(r, Zxr )− f(r, Zxπh(r)))dr and H :=
(
Ch lnh−1

)1/2|||f |||L̃p(T ),

where C is the constant in (3.18). By (3.18), we have

‖Ft − Fs‖ 6 H(s−α(t− s)1/2−α + (t− s)1/2−2α). (3.20)

For any n ∈ N, set

tn := 2−nT.

Then, by (3.20)

‖FT ‖ 6
∞∑
n=0

‖Ftn − Ftn+1
‖ 6 H

∞∑
n=0

(t−αn+1(tn − tn+1)1/2−α + (tn − tn+1)1/2−2α).

Noting that tn+1 = T2−n−1 and tn − tn+1 = T2−n−1, we have

‖FT ‖ 6 H
∞∑
n=0

(T−α2α(n+1)(tn − tn+1)1/2−α + (tn − tn+1)1/2−2α)

6 2HT 1/2−2α
∞∑
n=0

2−(1/2−2α)(n+1) 6 2HT 1/2−2α

and obtain (3.17) for τ = T .
(Step 3) For any a, b ∈ [0, T ], define

fa,b(t, x) := 1t∈[a,b]f(t, x).

Then, by Step 1, one sees that

E

(∫ b

a

(f(t, Zxt )− f(t, Zxπh(t)))dt

)2

= E
( ∫ T

0

(fa,b(t, Z
x
t )− fa,b(t, Zxπh(t)))dt

)2
6 Ch lnh−1|||fa,b|||2L̃p(T )

.

Noting that |||fa,b|||L̃p(T ) 6 |||f |||L̃p(T ), we get (3.19).

(Step 4) Without loss of generality, we assume that h < T/2 and that τ only takes finite values
a1, a2, ..., an ∈ [0, T ]. Otherwise, for any stopping time, we choose τn, n ∈ N, which only take finite
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values to approximate τ and (3.17) follows from (3.14) and the dominated convergence theorem.
First, we have

E

∣∣∣∣∣
∫ T

τ

(f(t, Zxt )− f(t, Zxπh(t)))dt

∣∣∣∣∣
2

6 2E

∣∣∣∣∣
∫ (τ+2h)∧T

τ

(f(t, Zxt )− f(t, Zxπh(t)))dt

∣∣∣∣∣
2

+ 2E

∣∣∣∣∣
∫ T

(τ+2h)∧T
(f(t, Zxt )− f(t, Zxπh(t)))dt

∣∣∣∣∣
2

.

We note that by Hölder’s inequality and (3.14) for p/2 > d/2,

E
∣∣∣ ∫ (τ+2h)∧T

τ

(f(t, Zxt )− f(t, Zxπh(t)))dt
∣∣∣2

6 E
∣∣∣ ∫ T

0

1t∈[τ,τ+2h]dt

∫ T

0

|f(t, Zxt )− f(t, Zxπh(t))|
2dt
∣∣∣

. h||||f |2|||L̃p/2(T ) . h|||f |||
2
L̃p(T )

.

Now we estimate the second term. In fact,

E

(∫ T

(τ+2h)∧T
(f(t, Zxt )− f(t, Zxπh(t)))dt

)2

=

n∑
i=1

E

1τ=ai

(∫ T

(ai+2h)∧T
(f(t, Zxt )− f(t, Zxπh(t)))dt

)2
 .

We note that 1τ=ai ∈ Fai ⊂ F([ai/h]+1)h, without loss of generality, assuming ai + 2h < T , one
sees that

E

1τ=ai

(∫ T

ai+2h

(f(t, Zxt )− f(t, Zxπh(t)))dt

)2


= E
(
1τ=aiE

[( ∫ T

ai+2h

(f(t, Zxt )− f(t, Zxπh(t)))dt
)2∣∣∣Fai

])
:= E(1τ=aiAi),

where

Ai = E

E
(∫ T

ai+2h

(f(t, Zxt )− f(t, Zxπh(t)))dt

)2 ∣∣∣F([ai/h]+1)h

 ∣∣∣Fai

 .
Moreover, by the Markov property (3.8), we have

E
[( ∫ T

ai+2h

(f(t, Zxt )− f(t, Zxπh(t)))dt
)2∣∣∣F([ai/h]+1)h

]
= E

(∫ T

ai+2h

(f(t, Zyt−([ai/h]+1)h)− f(t, Zyπh(t)−([ai/h]+1)h))dt
)2∣∣∣

y=Zx
([ai/h]+1)h

= E
(∫ T−([ai/h]+1)h

ai+2h−([ai/h]+1)h

(f(t+ ([ai/h] + 1)h, Zyt )− f(t+ ([ai/h] + 1)h, Zyπh(t)))dt
)2∣∣∣

y=Zx
([ai/h]+1)h

. h lnh−1|||f |||2L̃p(T )

by (3.19). Therefore, we have

E
∣∣∣ ∫ T

τ

(f(t, Zxt )− f(t, Zxπh(t)))dt
∣∣∣2 . h|||f |||2L̃p(T )

+

n∑
i=1

E(1τ=aiAi)
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. h|||f |||2L̃p(T )
+ h lnh−1|||f |||2L̃p(T )

n∑
i=1

E1τ=ai

. h lnh−1|||f |||2L̃p(T )
,

which implies that

E
∣∣∣∣∫ τ

0

(f(t, Zxt )− f(t, Zxπh(t)))dt

∣∣∣∣2
6 2E

∣∣∣∣∣
∫ T

0

(f(t, Zxt )− f(t, Zxπh(t)))dt

∣∣∣∣∣
2

+ 2E

∣∣∣∣∣
∫ T

τ

(f(t, Zxt )− f(t, Zxπh(t)))dt

∣∣∣∣∣
2

. h lnh−1|||f |||2L̃p(T )

and completes the proof.
�

Corollary 3.9. Assume (Hσ) holds. For any T > 0, p ∈ (d∨ 2,∞) and δ > 0, there is a constant

C = C(Ξ, p) such that for any x ∈ Rd and f ∈ L̃p(T ),

E

(
sup
t∈[0,T ]

∣∣∣ ∫ t

0

(f(s, Zxs )− f(s, Zxπh(s)))ds
∣∣∣2) 6 Ch1−δ|||f |||2L̃p(T )

. (3.21)

Proof. Let

ηt :=
∣∣∣ ∫ t

0

(f(s, Zxs )− f(s, Zxπh(s)))ds
∣∣∣2

and η∗t := sup
s∈[0,t]

ηs. First of all, it follows from Hölder’s inequality and (3.14) that for any γ ∈

(1, p/(d ∨ 2)),

E(η∗T )γ . E
∫ T

0

(
|f |2γ(s, Zxs ) + |f |2γ(s, Zxπh(s))

)
ds

. ||||f |2γ |||L̃p/(2γ)(T ) . |||f |||
2γ

L̃p(T )
. (3.22)

For any λ > 0, let

τλ := inf{t > 0, ηt > λ}.
We note that ητλ = λ, since η is a continuous process. Then,

λP(η∗T > λ) 6 λP(τλ 6 T ) 6 E
(
ητλ1{τλ6T}

)
6 Eητλ∧T .

In view of (3.17), we have

λP(η∗T > λ) . h lnh−1|||f |||2L̃p(T )
.

Set Ξh := h lnh−1|||f |||2
L̃p(T )

. Then, for any δ ∈ (0, 1), by a change of variables,

E
(
η∗T
)1−δ

= (1− δ)
∫ ∞
0

λ−δP(η∗T > λ)dλ

.
∫ ∞
0

λ−δ
(
1 ∧ (Ξhλ

−1)
)
dλ

. Ξ1−δ
h

∫ ∞
0

λ−δ(1 ∧ λ−1)dλ . (h lnh−1)(1−δ)‖f‖2(1−δ)
L̃p(T )

. (3.23)

Combining (3.22) and (3.23), in view of Hölder’s inequality, for any δ > 0 small enough, we have

Eη∗T = E
[(
η∗T
)1−δ−√δ(

η∗T
)δ+√δ]
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.
[
E
(
η∗T
)1−δ] 1−δ−

√
δ

1−δ
[
E
(
η∗T
)(√δ+1)(1−δ)

] √δ
1−δ

. h1−δ−
√
δ(lnh−1)1−δ−

√
δ|||f |||2L̃p(T )

and complete the proof.
�

3.2. Time discretization for SDEs with L̃p drift. Now, let us extend estimate (3.21) from
Zxt−s to the solution Xx

s,t of SDE (3.2) both in the sense of paths and distributions (see (3.28) and
(3.37) below). Recall that

Xx
s,t = x+

∫ t

s

B(r,Xx
s,r)dr +

∫ t

s

σ(Xx
s,r)dWr. (3.24)

Let µxs,t denote the distribution of Xx
s,t. For simplicity, we also set

Xx
t := Xx

0,t and µxt := µx0,t.

The following estimates follow from Girsanov’s transform and estimates for Zxt (see [48, Lemma
4.1] for (ii) and (iii)).

Lemma 3.10. Assume (3.1) with p0 > d ∨ 2.
(i) For any T > 0 and p ∈ (1,∞), there is a constant C = C(Ξ, p) such that for any x ∈ Rd,

0 6 s < t 6 T and nonnegative f ∈ L̃p,

Ef(Xx
t ) 6 Ct−d/(2p)|||f |||p. (3.25)

(ii)For any T > 0 and 2/q+ d/p < 2, there is a constant C = C(Ξ, p, q) such that for any x ∈ Rd,

0 6 s < t 6 T and nonnegative f ∈ L̃pq(T ),

E
∫ t

s

f(r,Xx
r )dr + E

∫ t

s

f(r,Xx
πh(r)

)dr 6 C(t− s)1−
1
q−

d
2p |||f |||L̃pq(T ). (3.26)

(iii)For any T > 0, d/p+ 2/q < 2 and f ∈ L̃pq(T ),

sup
x∈Rd

E exp

(∫ T

0

f(t,Xx
t )dt

)
<∞. (3.27)

(iv)For any T > 0, δ > 0 and p > d∨ 2, there is a constant C = C(Ξ, p) such that for any x ∈ Rd,

h ∈ (0, 1) and f ∈ L̃p(T ),

E

(
sup
t∈[0,T ]

∣∣∣ ∫ t

0

(f(s,Xx
s )− f(s,Xx

πh(s)
))ds

∣∣∣2) 6 Ch1−δ|||f |||2L̃p(T )
. (3.28)

Proof. Let Z̃x be a solution on a probability space (Ω̃, F̃ , (F̃t)t>0, P̃) to the following SDE

Z̃xt = x+

∫ t

0

σ(Z̃xr )dW̃r,

where W̃t is a standard d-dimensional Brownian motion. Since p0 > 2 ∨ d, B2 ∈ L̃p0/2(T ). By
(3.15), one sees that for any γ > 0

sup
x

ẼP̃ exp

(
γ

∫ T

0

|σ−1B(t, Z̃xt )|2dt

)
<∞.

Hence, by Novikov’s criterion,

ZT := exp

(
−
∫ T

0

σ−1B(t, Z̃xt )dW̃t −
1

2

∫ T

0

|σ−1B(t, Z̃xt )|2dt

)
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is integrable and for any q > 0

ẼP̃|ZT |
q 6 C(Ξ, q). (3.29)

Define dQ := ZTdP̃. Then, by Girsanov’s theorem,

W̄t := W̃t −
∫ t

0

σ−1B(s, Z̃xs )ds is a Q-martingale.

In other words,

Z̃xt = x+

∫ t

0

B(s, Z̃s)ds+

∫ t

0

σ(Z̃s)dW̄s, Q− a.e.

Therefore, by the uniqueness of (3.24), we have

Q ◦ (Z̃x· )−1 = P ◦ (Xx
· )−1. (3.30)

Now, we show (i)-(iv) one by one.
(i): In view of (3.30), one sees that

Ef(Xx
t ) = ẼQf(Z̃xt ) = ẼP̃

[
ZT f(Z̃t)

]
.

By Hölder’s inequality, (3.29) and (3.13), we have for any r ∈ (1, p) and 1/r′ + 1/r = 1,

Ef(Xx
t ) 6

(
ẼP̃|ZT |

r′
)1/r′ (

ẼP̃|f(Z̃t)|r
)1/r

.
(
t−dr/(2p)||||f |r|||p/r

)1/r
. t−d/(2p)|||f |||p,

which is (3.25).
(ii): Similarly to (i), by Hölder’s inequality and (3.14), we have

E
∫ t

s

f(u,Xx
u)du 6

(
ẼP̃|ZT |

r′
)1/r′ (

ẼP̃

[∫ t

s

f(u, Z̃xu)du

]r)1/r

.

(
ẼP̃

(
(t− s)r−1

∫ t

s

|f(u, Z̃xu)|rdu
))1/r

. (t− s)1−1/q−d/(2p)
(
||||f |r|||L̃p/r

q/r

)1/r

. (t− s)1−1/q−d/(2p)|||f |||L̃pq .

The term E
∫ t
s
f(u,Xx

πh(u)
)du can be estimated the same way.

(iii): For (3.27), it again follows from Hölder’s inequality that

E exp

(∫ T

0

f(t,Xx
t )dt

)
= ẼP̃

[
ZT exp

( ∫ T

0

f(t, Z̃xt )dt
)]

6
(
ẼP̃|ZT |

r′
)1/r′ (ẼP̃ exp

(
r

∫ T

0

f(t, Z̃xt )dt
))1/r

<∞

by (3.29) and (3.15).
(iv): Let

Af (h,X) := sup
t∈[0,T ]

∣∣∣ ∫ t

0

(f(s,Xx
s )− f(s,Xx

πh(s)
))du

∣∣∣2
and

Af (h, Z̃) := sup
t∈[0,T ]

∣∣∣ ∫ t

0

(f(s, Z̃xs )− f(s, Z̃xπh(s)))du
∣∣∣2.

For any δ ∈ (0, 1), we note that

EAf (h,X) = ẼP̃
(
ZTAf (h, Z̃)

)
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= ẼP̃
(
ZT |Af (h, Z̃)|δ|Af (h, Z̃)|1−δ

)
.

Based on Hölder’s inequality, (3.29), (3.26) and (3.21), for 1/r′ + 1/r = 1 with some r ∈ (1, p/2),
we have

EAf (h,X) 6
[
ẼP̃
(
|ZT |1/δAf (h, Z̃)

)]δ[
ẼP̃A

f (h, Z̃)
]1−δ

6
(
ẼP̃|ZT |

r′/δ
)δ/r′(ẼP̃|A

f (h, Z̃)|r
)δ/r(ẼP̃A

f (h, Z̃)
)1−δ

. ||||f |2r|||δ/r
L̃p/(2r)(T )

h(1−δ0)|||f |||2(1−δ)
L̃p(T )

. h1−δ0 |||f |||2L̃p(T )
,

where δ0 = δ0(δ)→ 0 as δ → 0, and complete the proof.
�

Next, we want to prove an estimate for supx ‖µxs − µxt ‖var. To this end, we will use the relation
between the PDE and the SDE. For any T > 0, consider the following backward PDE:

∂tu
T +B · ∇uT + aij∂i∂ju

T = 0, uT (T ) = ϕ, (3.31)

where ϕ ∈ C∞b . By Proposition 2.7, there exists a unique solution uT to (3.31) in the sense of
Definition 2.3. Set

PXs,tf(x) := Ef(Xx
s,t), PXt := PX0,t.

By (3.25), the domain of PXs,t includes L̃p for any p ∈ (1,∞]. Then we have the following proba-
bilistic representation.

Proposition 3.11. Let T > 0, ϕ ∈ C∞b (Rd), uT and Xx
s,t be the solutions to (3.31) and (3.24)

respectively. Then,

uT (s, x) = Eϕ(Xx
s,T ) = PXs,Tϕ(x). (3.32)

Proof. It is straightforward to obtain (3.32) by applying the generalized Itô formula (3.4) to the
function t 7→ uT (t,Xx

s,t) and taking expectation. �

Apart from the probabilistic representation, by the generalized Itô formula, we have the following
Duhamel formula.

Lemma 3.12 (Duhamel formula). For any ϕ ∈ C∞b (Rd),

PXs,tϕ(x) = Pσt−sϕ(x) +

∫ t

s

PXs,r
(
B(r) · ∇Pσt−rϕ

)
(x)dr. (3.33)

Proof. For any t ∈ [0, T ], let vt = vt(t, x) be the solution to the following backward PDE:

∂rv
t + aij∂i∂jv

t = 0, vt(t) = ϕ.

Based on (3.32), one sees that vt(r) = Pσt−rϕ. By the generalized Itô formula (3.4), we have

Evt(t,Xx
s,t) = vt(s, x) + E

∫ t

s

(∂rv
t + aij∂i∂jv

t +B · ∇vt)(r,Xx
s,r)dr,

which implies that

PXs,tϕ(x) = Pσt−sϕ+ E
∫ t

s

(B(r) · ∇Pσt−rϕ)(Xx
s,r)dr

= Pσt−sϕ+

∫ t

s

PXs,r(B(r) · ∇Pσt−rϕ)(x)dr,

and we complete the proof. �
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Now we can prove the estimate for ‖µxt −µxs‖var. We note that similar results have been proved
in [50, Lemma 3.8 (1)(ii)] based on heat kernel estimates. It should be mentioned that the order
of time regularity in [50] depends on the Hölder index β of σ and thus this is not applicable to our
case.

Lemma 3.13. Assume (3.1). For any T > 0 and q ∈ [p0,∞), there is a constant C = C(Ξ, q)
such that for any 0 < s 6 t 6 T and ϕ ∈ C∞b ,

‖PXt ϕ− PXs ϕ‖∞ 6 C
[
[(t− s)

1
2−

d
2q s−

1
2+

d
2q ] ∧ 1

]
s−

d
2q |||ϕ|||q. (3.34)

In particular, when q =∞, for any δ > 0, there is a constant C = C(Ξ, δ) such that for all x ∈ Rd,

‖µxt − µxs‖var 6 C
[
[(t− s)1/2−δs−1/2] ∧ 1

]
. (3.35)

Proof. For simplicity, let

α :=
1

2
− d

2q
.

From (3.33), one sees that

PXt ϕ− PXs ϕ =
(
Pσt ϕ− Pσs ϕ

)
+

∫ t

s

PXr
(
B(r) · ∇Pσt−rϕ

)
dr

+

∫ s

0

PXr

[
B(r) · ∇

(
Pσt−r − Pσs−r

)
ϕ
]
dr

:=I1 + I2 + I3.

Based on (3.16), we have

‖I1‖∞ .
[
[(t− s)s−1] ∧ 1

]
s−

d
2q |||ϕ|||q

.
[
(t− s)αs−α

]
s−

d
2q |||ϕ|||q.

By (3.25) and (3.13), we have

‖I2‖∞ .
∫ t

s

r−d/(2p0)|||B(r) · ∇Pσt−rϕ|||p0dr

.
∫ t

s

r−d/(2p0)‖∇Pσt−rϕ‖∞dr

. s−d/(2q)
∫ t

s

r−d/(2p0)+d/(2q)(t− r)−1/2−d/(2q)dr|||ϕ|||q

:= s−d/(2q)K(t, s)|||ϕ|||q,
where

K(t, s) 6

(
s−

d
2p0

+ d
2q

∫ t

s

(t− r)α−1dr

)
∧
(

(t− s)
1
2−

d
2p0

∫ 1

0

r−
d

2p0
+ d

2q (1− r)−
1
2−

d
2q dr

)
. (s−α(t− s)α) ∧ 1

since q > p0 > d.
It remains to estimate I3. By (3.25) and (3.16), we have

‖I3‖∞ .
∫ s

0

r−d/(2p0)|||B(r) · ∇
(
Pσt−r − Pσs−r

)
ϕ|||p0dr

.
∫ s

0

r−d/(2p0)‖∇
(
Pσt−r − Pσs−r

)
ϕ‖∞dr

.
∫ s

0

r−d/(2p0)
[
[(t− s) 1

2 (s− r)− 1
2 ] ∧ 1

]
(s− r)−1/2−d/(2q)dr|||ϕ|||q.
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We note that

J :=

∫ s

0

r−d/(2p0)
[
[(t− s) 1

2 (s− r)− 1
2 ] ∧ 1

]
(s− r)−1/2−d/(2q)dr

6
∫ s

0

r−d/(2p0)(s− r)−1/2−d/(2q)dr . s1/2−d/(2p0)−d/(2q) . s−d/(2q), (3.36)

since p0 > d. In addition, when r ∈ (0, s2 ], one sees that[
(t− s) 1

2 (s− r)− 1
2

]
∧ 1 6 (t− s)

1
2−

d
2q (s− r)−

1
2+

d
2q 6 (t− s)

1
2−

d
2q
(s

2

)− 1
2+

d
2q .

Hence,

J .s−1/2−d/(2q)
∫ s/2

0

r−d/(2p0)
[
[(t− s) 1

2 (s− r)− 1
2 ] ∧ 1

]
dr

+ s−d/(2p0)
∫ s

s/2

[
[(t− s) 1

2 (s− r)− 1
2 ] ∧ 1

]
(s− r)−1/2−d/(2q)dr

.s−1(t− s)1/2−d/(2q)
∫ s/2

0

r−d/(2p0)dr

+ s−d/(2p0)
∫ s

s/2

[
[(t− s) 1

2 (s− r)− 1
2 ] ∧ 1

]
(s− r)−1/2−d/(2q)dr.

By a change of variables, we have

J .s−d/(2p0)(t− s)1/2−d/(2q)

+ s−d/(2p0)(t− s)1−1/2−d/(2q)
∫ s/(t−s)

0

[
(s− r)− 1

2 ∧ 1
]
(s− r)−1/2−d/(2q)dr

.s−d/(2p0)(t− s)1−1/2−d/(2q) . s− 1
2 (t− s)

1
2−

d
2q

since q <∞ and p0 > d, which combined with (3.36) implies that

J .
(
s−

1
2 (t− s)α

)
∧ s−

d
2q =

(
[(t− s)αs−α] ∧ 1

)
s−

d
2q .

Thus, we obtain (3.34). In particular, noting that

|||ϕ|||q . ‖ϕ‖∞, ∀q <∞,

by Lusin’s theorem and (3.34), we have for all δ > 0 and q ∈ [p0 ∨ (d/(2δ)),∞)

‖µxt − µxs‖var = sup
ϕ∈C∞b

|PXt ϕ(x)− PXs ϕ(x)|
‖ϕ‖∞

. [(t− s)
1
2−

d
2q s−

1
2+

d
2q ]s−

d
2q

. (t− s) 1
2−δs−

1
2 .

Moreover, it is easy to see that

‖µxt − µxs‖var 6 2,

which completes the proof. �

The following lemma is the distribution dependent version of (3.28).

Lemma 3.14. For any T > 0, p ∈ (d ∨ 2,∞), assume that f : R+ × Rd × P(Rd)→ R such that

κf := sup
t∈[0,T ]

sup
µ,ν

(
|||f(t, ·, µ)|||p +

|||f(t, ·, µ)− f(t, ·, ν)|||p
‖µ− ν‖var

)
<∞.

Then, for any δ > 0, there is a constant C = C(Ξ, p, δ) such that for any x ∈ Rd and h ∈ (0, 1)

E
(

sup
t∈[0,T ]

∣∣∣ ∫ t

0

(f(s,Xx
s , µ

x
s )− f(s,Xx

πh(s)
, µxπh(s)))ds

∣∣∣2) 6 C(κf )2h1−δ. (3.37)
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Proof. For simplicity, we drop the superscript x from Xx and µx. First of all, we note that

E
(

sup
t∈[0,T ]

∣∣∣ ∫ t

0

(f(s,Xs, µs)− f(s,Xπh(s), µπh(s)))ds
∣∣∣2)

. E
(

sup
t∈[0,T ]

∣∣∣ ∫ t

0

(f(s,Xs, µs)− f(s,Xπh(s), µs))ds
∣∣∣2)

+ E
(

sup
t∈[0,T ]

∣∣∣ ∫ t

0

(f(s,Xπh(s), µs)− f(s,Xπh(s), µπh(s)))ds
∣∣∣2)

:=I h
1 + I h

2 .

By (3.28), for any δ > 0, we have

I h
1 . h

1−δ sup
t∈[0,T ]

|||f(t, ·, µt)|||2p . h1−δ(κf )2.

For I h
2 , we use the same method as in Step 2 of the proof of Lemma 3.8. For any 0 6 s < t 6 T ,

set

J h
s,t :=

∫ t+h

s+h

|f(r,Xπh(r), µr)− f(r,Xπh(r), µπh(r))|dr

and ‖ · ‖ :=
(
E| · |2

)1/2
. Then

I h
2 6 E

∣∣∣ ∫ T+h

h

|f(s,Xπh(s), µs)− f(s,Xπh(s), µπh(s))|ds
∣∣∣2 = ‖J h

0,T ‖2,

since πh(r) = r, if r < h. Based on Hölder’s inequality and (3.26), one sees that if 2/q + d/p < 1,
then

E|J h
s,t|2 . (t− s)E

∫ t+h

s+h

∣∣∣f(r,Xπh(r), µr)− f(r,Xπh(r), µπh(r))
∣∣∣2dr

. (t− s)
(∫ t+h

s+h

|||f(r, ·, µr)− f(r, ·, µπh(r))|||
q
pdr
)2/q

. (κf )2(t− s)
(∫ t+h

s+h

‖µr − µπh(r)‖
q
vardr

)2/q
.

Then, by (3.35) and the fact that q > 2, for any δ > 0 we have

‖J h
s,t‖ . κf (t− s)1/2

(∫ t+h

s+h

h(
1
2−δ)q(πh(r))−q/2dr

)1/q
. κf (t− s)1/2h1/2−δ

(∫ t

s

r−q/2dr
)1/q

. κfh
1/2−δ(t− s)1/2+1/qs−1/2.

Taking tn := 2−nT , we have

‖J h
0,T ‖ 6

∞∑
n=0

‖J h
tn+1,tn‖ . κfh

1/2−δ
∞∑
n=0

(tn − tn+1)1/2+1/q(tn+1)
−1/2

. κfh
1/2−δT 1/q

∞∑
n=0

2−
n+1
q . κfh

1/2−δ,

which implies I h
2 . (κf )2h1−2δ and we complete the proof.

�

Now, we have the following strong fluctuation result, which is crucial in this paper.
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Lemma 3.15. Let T > 0 and g : R+ × Rd → R be a bounded function satisfying

cg := sup
t 6=s∈[0,T ]

x∈Rd

(
|g(t, x)|+ |g(t, x)− g(s, x)|

|t− s|α
)
<∞ (3.38)

for some α > 0. Assume (3.1), (H1
b) and (H2

b) hold. Then for any δ > 0, there is a constant
C = C(Ξ, κ0, δ, cg) such that for any x ∈ Rd and ε > 0,

E

(
sup
t∈[0,T ]

∣∣∣ ∫ t

0

g(s,Xx
s )(b(

s

ε
,Xx

s , µ
x
s )− b̄(Xx

s , µ
x
s ))ds

∣∣∣2)

6 C inf
h>0

(
h1−δ + h2α +

(
ω

(
h

ε

))2
)
.

(3.39)

Proof. For simplicity, we drop the superscript x from Xx and µx. Set bε(t) := b(t/ε) and

X· := (X·, µ·).

For any h ∈ (0, 1),

E

(
sup
t∈[0,T ]

∣∣∣ ∫ t

0

g(s,Xx
s )(bε(s,X

x
s , µ

x
s )− b̄(Xx

s , µ
x
s ))ds

∣∣∣2)

. E

(
sup
t∈[0,T ]

∣∣∣ ∫ t

0

((gbε)(s,Xs)− (gbε)(s,Xπh(s)))ds
∣∣∣2)

+ E

(
sup
t∈[0,T ]

∣∣∣ ∫ t

0

g(s,Xπh(s))(bε(s,Xπh(s))− b̄(Xπh(s)))ds
∣∣∣2)

+ E

(
sup
t∈[0,T ]

∣∣∣ ∫ t

0

((gb̄)(s,Xs)− (gb̄)(s,Xπh(s)))ds
∣∣∣2)

:= I ε,h
1 + I ε,h

2 + I ε,h
3 .

By (H1
b) and (3.37), for any δ > 0, we have

I ε,h
1 + I ε,h

3 . ‖g‖2∞κ20h1−δ.

For I ε,h
2 , we note that by (3.38) and (3.26) with p0 > (d/2) ∨ 1,

I ε,h
2 . E

(
sup
t∈[0,T ]

∣∣∣ ∫ t

0

g(πh(s), Xπh(s))(bε(s,Xπh(s)

)
− b̄(Xπh(s)))ds

∣∣∣2)

+ E

(
sup
t∈[0,T ]

∫ t

0

|s− πh(s)|2α
(
|bε(s,Xπh(s))|

2 + |b̄(Xπh(s)))|
2
)

ds

)
. I ε,h

21 + h2α,

where

I ε,h
21 := E

(
sup
t∈[0,T ]

∣∣∣ ∫ t

0

g(πh(s), Xπh(s))(bε(s,Xπh(s))− b̄(Xπh(s)))ds
∣∣∣2) .

It suffices to show

I ε,h
21 . h+

(
ω

(
h

ε

))2

.
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Letting M(t) = [t/h] and noting that πh(s) = s for s ∈ [0, h), we have

I ε,h
21 .E

(
sup
t∈[0,h)

∣∣∣ ∫ t

0

g(s,Xs)(bε(s,Xs)− b̄(Xs))ds
∣∣∣2)

+ E

(
sup

t∈[h,T ]

∣∣∣ ∫ h

0

g(s,Xs)(bε(s,Xs)− b̄(Xs))ds
∣∣∣2)

+ E

(
sup

t∈[h,T ]

∣∣∣ ∫ t

M(t)h

g(πh(s), Xπh(s))(bε(s,Xπh(s))− b̄(Xπh(s))ds
∣∣∣2)

+ E

(
sup

t∈[h,T ]

∣∣∣ ∫ M(t)h

h

g(πh(s), Xπh(s))(bε(s,Xπh(s))− b̄(Xπh(s)))ds
∣∣∣2)

:=I ε,h
211 + I ε,h

212 + I ε,h
213 + I ε,h

214 .

It follows from Hölder’s inequality that

3∑
i=1

I ε,h
21i . h‖g‖

2
∞

(
E

[∫ T

0

|bε(s,Xs)|2 + |b̄(Xs)|2ds

]
+ E

[∫ T

0

|bε(s,Xπh(s))|
2 + |b̄(Xπh(s))|

2ds

])
. h‖g‖2∞κ20,

because of (3.26). Thus, we only need to prove

I ε,h
124 .

(
ω

(
h

ε

))2
.

By the definition of πh, it is easy to see that

I ε,h
214 6 E

(
sup

26m6M(T )

∣∣∣m−1∑
k=1

g(kh,Xkh)

∫ (k+1)h

kh

(bε(s,Xkh)− b̄(Xkh))ds
∣∣∣2).

Based on the fact that |
∑m−1
k=1 ak|2 6 (m− 1)

∑m−1
k=1 |ak|2, one sees that

I ε,h
214 6M(T )c2g

M(T )−1∑
k=1

E
∣∣∣ ∫ (k+1)h

kh

(bε(s,Xkh)− b̄(Xkh))ds
∣∣∣2.

By a change of variables and (1.6), we have

I ε,h
214 .M(T )

M(T )−1∑
k=1

E

∣∣∣∣∣ε
∫ (k+1)h/ε

kh/ε

(
b(s,Xkh)− b̄(Xkh)

)
ds

∣∣∣∣∣
2

. [
T

h
]h2

M(T )−1∑
k=1

E
∣∣∣ ε
h

∫ (k+1)h/ε

kh/ε

(b(s,Xkh)− b̄(Xkh))ds
∣∣∣2

. h

(
ω

(
h

ε

))2M(T )−1∑
k=1

E|H(Xkh)|2.

We note that

h

M(T )−1∑
k=1

E|H(Xkh)|2 = E
∫ M(T )h

h

|H(Xπh(s))|
2ds 6 E

∫ T

h

|H(Xπh(s))|
2ds.

Again by (3.26), we have

I ε,h
214 .

(
ω

(
h

ε

))2

sup
µ
|||H(·, µ)|||2p0

and complete the proof.
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�

3.3. Time regularity for solutions to the parabolic equation. In this section, we estab-
lish the time regularity for the solution of PDE (3.3). First, we give the following probabilistic
representation of the solution to PDE if B ≡ 0.

Lemma 3.16. Let B ≡ 0 and u be a solution to PDE (3.3). Then,

u(t) =

∫ t

0

e−λ(t−s)Pσt−sf(s)ds+ e−λtPσt ϕ. (3.40)

Proof. Applying the generalized Itô formula (3.4) to

s→ e−λsu(t− s, Zxs ),

we get

e−λtu(0, Zxt )− u(t, x) =

∫ t

0

e−λs(−∂su+ aij∂i∂ju− λu)(t− s, Zxs )ds

+

∫ t

0

e−λs∇u(t− s, Zxs )dWs.

Taking expectation of both sides, we obtain that

e−λtPσt ϕ− u(t) = −
∫ t

0

e−λsPσs f(t− s)ds,

which is (3.40) by a change of variable and this completes the proof. �

Using the above Lemma, we have the following time Hölder regularity of ∇u.

Lemma 3.17. Assume ϕ ≡ 0. Under condition (3.1) with some p0 ∈ (d,∞), for any λ > 0, there

is a constant C = C(Ξ, p, λ) such that for all t, s ∈ [0, T ] and f ∈ L̃p0(T ) the solution u to (3.3)
in the sense of Definition 2.3 satisfies

‖∇u(t)−∇u(s)‖∞ 6 C|t− s|
1
2−

d
2p0 |||f |||L̃p0 (T ). (3.41)

Remark 3.18. By Remark 2.6 and (3.41), we further have that there is a version of the solution
such that u ∈ C([0, T ]; C1).

Proof. First, since B, f ∈ L̃p0(T ) ⊂ L̃p0q (T ), ∀q, we indeed have a unique solution u. Set

g(s) := B · ∇u(s) + f(s).

In view of (2.5),

|||g|||L̃p0 (T ) 6 |||b|||L̃p0 (T )‖∇u‖L∞T + |||f |||L̃p0 (T ) . |||f |||L̃p0 (T ).

Then, for any 0 6 s < t 6 T , by (3.40), one sees that

‖∇u(t)−∇u(s)‖∞ =

∥∥∥∥∫ t

s

e−λ(t−r)∇Pσt−rg(r)dr

∥∥∥∥
∞

+

∥∥∥∥∫ s

0

(
e−λ(t−r) − e−λ(s−r)

)
∇Pσt−rg(r)dr

∥∥∥∥
∞

+

∥∥∥∥∫ s

0

e−λ(s−r)
(
∇Pσt−r −∇Pσs−r

)
g(r)dr

∥∥∥∥
∞

=: I1 + I2 + I3.

By (3.13), one sees that

I1 .
∫ t

s

(t− r)−1/2−d/(2p0)|||g(r)|||p0dr
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.
∫ t

s

(t− r)−1/2−d/(2p0)dr|||g|||L̃p0 (T )

. |t− s|
1
2−

d
2p0 |||f |||L̃p0 (T ).

For I2, noting that |e−x − e−y| 6 |x− y| for any x, y > 0, it follows from (3.13) that

I2 . |t− s|
∫ s

0

(t− r)−1/2−d/(2p0)|||g(r)|||p0dr

. |t− s||||g|||L̃p0 (T ) . |t− s||||f |||L̃p0 (T ).

For I3, by (3.16) with q =∞, we have

I3 .
∫ s

0

([(t− s) 1
2 (s− r)− 1

2 ] ∧ 1)(s− r)−1/2−d/(2p0)dr|||g|||L̃p0 (T ).

By a change of variable, we have

I3 . |t− s|
1
2−

d
2p0

∫ ∞
0

([(s− r)− 1
2 ] ∧ 1)(s− r)−1/2−d/(2p0)dr|||f |||L̃p0 (T )

. |t− s|1/2−d/(2p0)|||f |||L̃p0 (T )

and complete the proof.
�

Moreover, we also have an estimate of time regularity for the solution to the following Cauchy
problem.

Lemma 3.19. Assume (3.1). Let ϕ ∈ C∞b and let u be the unique solution to the following Cauchy
problem on [0, T ] in the sense of Definition 2.3

∂tu = aij∂i∂ju+B · ∇u, u0 = ϕ. (3.42)

Then there is a constant C = C(Ξ) such that for all 0 6 s < t 6 T ,

‖∇u(t)−∇u(s)‖∞ 6 C(t− s)
1
2−

d
2p0 s−1+

d
2p0 ‖ϕ‖∞. (3.43)

Proof. First, by (3.40), we have

u(t) =

∫ t

0

Pσt−s(B · ∇u)(s)ds+ Pσt ϕ, (3.44)

which implies that

‖∇u(t)‖∞ .
∫ t

0

(t− s)−
1
2−

d
2p0 |||B · ∇u(s)|||p0ds+ t−

1
2 |||ϕ|||∞

.
∫ t

0

(t− s)−
1
2−

d
2p0 ‖∇u(s)‖∞ds+ t−

1
2 |||ϕ|||∞

because of (3.13). Hence, by Gronwall’s inequality, we have

‖∇u(t)‖∞ . t−
1
2 |||ϕ|||∞. (3.45)

By (3.44), (3.13) and (3.16), one sees that

‖∇u(t)−∇u(s)‖∞ 6
∫ t

s

‖∇Pσt−r(B · ∇u)(r)‖∞dr +

∫ s

0

‖∇(Pσt−r − Pσs−r)B · ∇u(r)‖∞dr

+ ‖∇(Pσt − Pσs )ϕ‖∞.

.
∫ t

s

(t− r)−
1
2−

d
2p0 ‖∇u(r)‖∞dr

+

∫ s

0

{[
(t− s) 1

2 (s− r)− 1
2

]
∧ 1
}

(s− r)−
1
2−

d
2p0 ‖∇u(r)‖∞dr
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+
{[

(t− s) 1
2 s−

1
2

]
∧ 1
}
s−

1
2 ‖ϕ‖∞

:=I1 + I2 + I3.

Then, noting that x ∧ 1 6 xθ for all x > 0 and θ ∈ [0, 1], we have

I3 .
{[

(t− s) 1
2 s−

1
2

]
∧ 1
}
s−

1
2 ‖ϕ‖∞ . (t− s)

1
2−

d
2p0 s−1+

d
2p0 ‖ϕ‖∞.

Based on (3.45) and a change of variable,

I1 . ‖ϕ‖∞
∫ t

s

(t− r)−
1
2−

d
2p0 r−

1
2 dr . (t− s)

1
2−

d
2p0 s−

1
2 ‖ϕ‖∞

. (t− s)
1
2−

d
2p0 s−1+

d
2p0 ‖ϕ‖∞

since p0 > d. For I2, again by (3.45), we divide [0, s] into [0, s/2) and [s/2, s] and have

I2

‖ϕ‖∞
.
( ∫ s/2

0

+

∫ s

s/2

){[
(t− s) 1

2 (s− r)− 1
2

]
∧ 1
}

(s− r)−
1
2−

d
2p0 r−

1
2 dr

. (t− s)
1
2−

d
2p0 s−1

∫ s/2

0

r−
1
2 dr + s−

1
2

∫ s

s/2

{[
(t− s) 1

2 (s− r)− 1
2

]
∧ 1
}

(s− r)−
1
2−

d
2p0 dr

. (t− s)
1
2−

d
2p0 s−

1
2 + s−

1
2

∫ s

0

{[
(t− s) 1

2 r−
1
2

]
∧ 1
}
r−

1
2−

d
2p0 dr,

where we used the fact that[(
(t− s) 1

2 (s− r)− 1
2

)
∧ 1
]

(s− r)−
1
2−

d
2p0

6 (t− s)
1
2−

d
2p0 (s− r)−1 6 2(t− s)

1
2−

d
2p0 s−1 ∀r ∈ [0, s/2).

From a change of variable, we have

I2 .
[
(t− s)

1
2−

d
2p0 s−

1
2 + s−

1
2 (t− s)1−

1
2−

d
2p0

∫ ∞
0

(r−
1
2 ∧ 1)r−

1
2−

d
2p0 dr

]
‖ϕ‖∞

. (t− s)
1
2−

d
2p0 s−

1
2 ‖ϕ‖∞ . (t− s)

1
2−

d
2p0 s−1+

d
2p0 ‖ϕ‖∞

since p0 ∈ (d,∞) and complete the proof.
�

4. Convergence rate of the total variation

In this section, under (Hσ), (H1
b) and (H2

b), we will derive the convergence rate of ‖µε−µ‖var.
Recall that on the probability space (Ω,F ,P, (Fs)s>0) we have a unique strong solution (Xε

· , X·)
to the following systems

dXε
t = b(t/ε,Xε

t , µ
ε
t )dt+ σ(Xε

t )dWt, Xε
0 = ξ, (4.1)

and

dXt = b̄(Xt, µt)dt+ σ(Xt)dWt, X0 = ξ, (4.2)

where µεt and µt are the distributions of Xε
t and Xt respectively. For simplicity, in the sequel, let

bε(t) := b(t/ε) (ε > 0), and b0 := b̄.

For any x ∈ Rd and t > s > 0, let (Y εs,t(x), Ys,t(x)) be the unique strong solution to the following
SDEs

dY εs,t(x) = bε(t, Y
ε
s,t(x), µεt )dt+ σ(Y εs,t(x))dWt, Y εs,s(x) = x

and

dYs,t(x) = b̄(Ys,t(x), µt)dt+ σ(Ys,t(x))dWt, Ys,s(x) = x.
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Set Y εt (x) := Y ε0,t(x) and Yt(x) := Y0,t(x) for all t > 0 and x ∈ Rd. Let P x,ε and P x denote the

distributions of Y ε· (x) and Y·(x) in C([0, T ];Rd) respectively. Based on the strong uniqueness of
the above SDEs, we have∫

Rd
P x,ε P ◦ ξ−1(dx) = P ◦ (Xε

· )
−1 and

∫
Rd
P x P ◦ ξ−1(dx) = P ◦ (X·)

−1. (4.3)

Therefore, the estimates in Section 3.2 hold for Xε and X, where the constants are independent
of ε, since

sup
ε>0

sup
µ∈P(Rd)

|||bε(·, µ)|||L̃p0T <∞.

Moreover, for any t ∈ R+ and ϕ ∈ C∞b , consider the following Kolmogorov backward equation

∂su
t + aij∂i∂ju

t + b0(·, µs) · ∇ut = 0, (4.4)

with final condition

ut(t) = ϕ.

By Proposition 2.7 and 3.11, there exists a unique solution ut to (4.4), which is given by

ut(s, x) = Eϕ(Ys,t(x)).

Define ũ(s, x) = ut(t− s, x). Then ũ is the solution to

∂sũ = aij∂i∂j ũ+ b0(·, µt−s) · ∇ũ, ũ0 = ϕ.

By Lemma 3.19, we have

‖∇ut(s)‖∞ . (t− s)− 1
2 ‖ϕ‖∞ (4.5)

and

‖∇ut(s1)−∇ut(s2)‖∞ . |s1 − s2|
1
2−

d
2p0 (s1 ∧ s2)−1+

d
2p0 ‖ϕ‖∞. (4.6)

Then, for any t ∈ [0, T ], by applying the generalized Itô formula (3.4) to ut(s, Y εs (x)), one sees that

Eϕ(Y εt (x))− ut(0, x) = E
∫ t

0

(
bε(s, Y

ε
s (x), µεs)− b0(Y εs (x), µs)

)
· ∇ut(s, Y εs (x))ds. (4.7)

Noting that ut(0, x) = Eϕ(Yt(x)), by (4.3), we have

|Eϕ(Xε
t )− Eϕ(Xt)| =

∣∣∣ ∫
Rd

(
Eϕ(Y εt (x))− Eϕ(Yt(x))

)
P ◦ ξ−1(dx)

∣∣∣
6 sup

x

∣∣∣E∫ t

0

(
bε(s, Y

ε
s (x), µεs)− b0(Y εs (x), µs)

)
· ∇ut(s, Y εs (x))ds

∣∣∣. (4.8)

Here is the main result of this section:

Theorem 4.1. Under the conditions (Hσ) and (H1
b)–(H2

b), for any T > 0, there is a constant
C = C(κ0, κ1, d, T, p0, β) > 0 such that for all ε > 0 and t ∈ [0, T ],

‖µεt − µt‖var 6 C inf
h>0

(
h

1
2−

d
2p0 + ω

(
h

ε

))
. (4.9)

Proof. For simplicity, in the whole proof, we assume ‖ϕ‖∞ = 1 and drop the superscript t from
ut. First, let

Bε :=
∣∣∣E∫ t

0

(
bε(s, Y

ε
s (x), µεs)− b0(Y εs (x), µs)

)
· ∇u(s, Y εs (x))ds

∣∣∣
and

Eεh :=
∣∣∣E ∫ t

0

(
bε(s, Y

ε
πh(s)

(x), µεπh(s))− b0(Y επh(s)(x), µεπh(s))
)
· ∇u(πh(s), Y επh(s)(x))ds

∣∣∣,
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where h ∈ (0, 1). For any map f : R+ × Rd × P(Rd)→ Rd and h ∈ (0, 1), define

Uε1,h(f) :=
∣∣∣E ∫ t

0

(
(f · ∇u)(s, Y εs (x), µεs)− (f · ∇u)(s, Y επh(s)(x), µεs)

)
ds
∣∣∣

Uε2,h(f) :=
∣∣∣E ∫ t

0

([
f(s, Y επh(s)(x), µεs)− f(s, Y επh(s)(x), µεπh(s))

]
· ∇u(s, Y επh(s)(x))

)
ds
∣∣∣

Uε3,h(f) :=
∣∣∣E∫ t

0

(
f(s, Y επh(s)(x), µεπh(s)) ·

[
∇u(s, Y επh(s)(x))−∇u(πh(s), Y επh(s)(x))

])
ds
∣∣∣.

Then, we have

Bε 6Eεh +

3∑
i=1

[
Uεi,h(bε) + Uεi,h(b0)

]
+
∣∣∣E∫ t

0

(
b0(Y εs (x), µεs)− b0(Y εs (x), µs)

)
· ∇u(s, Y εs (x))ds

∣∣∣.
It follows from (4.5), (3.25) and (H1

b) that∣∣∣E∫ t

0

(
b0(Y εs (x), µεs)− b0(Y εs (x), µs)

)
· ∇u(s, Y εs (x))ds

∣∣∣
.
∫ t

0

s−
d

2p0 (t− s)− 1
2 ‖µεs − µs‖vards,

which implies that

Bε . Eεh +

3∑
i=1

[
Uεi,h(bε) + Uεi,h(b0)

]
+

∫ t

0

s−
d

2p0 (t− s)− 1
2 ‖µεs − µs‖vards. (4.10)

Now, we divide the rest of the proof into two steps. In Step 1, we estimate Uεi,h(bε) + Uεi,h(b0),

i = 1, 2, 3, one by one; In Step 2, we calculate Eεh under the assumption (H2
b).

(Step 1) We only estimate Uεi,h(bε), for Uεi,h(b0) we can proceed in the same way. First, we

estimate Uε1,h(bε). By (3.34) and (4.5), we have

Uε1,h(bε) =
∣∣∣ ∫ t

0

(
PY

ε

s (bε · ∇u)(s, ·, µεs)(x)− PY
ε

πh(s)
(bε · ∇u)(s, ·, µεs)(x)

)
ds
∣∣∣

.
∫ t

0

[
(hα(πh(s))−α) ∧ 1

]
(πh(s))−

d
2p0 |||(bε · ∇u)(s, ·, µεs)|||p0ds

. hα
∫ t

0

(πh(s))−α(πh(s))−
d

2p0 (t− s)− 1
2 ds,

where α = 1/2 − d/(2p0). Noting that πh(s) = s for s 6 h, πh(s) 6 s for all s ∈ [0, T ] and
1− α− d/(2p0)− 1/2 = 0, one sees that

Uε1,h(bε) . h
1
2−

d
2p0 .

For Uε2,h(bε), by (3.25), (4.5) and (H1
b), we have

Uε2,h(bε) .
∫ t

0

(πh(s))−
d

2p0 ‖µεs − µεπh(s)‖var(t− s)
− 1

2 ds.

It follows from (3.35) with δ = d
2p0

that

Uε2,h(bε) . h
1
2−

d
2p0

∫ t

0

(πh(s))−
d

2p0 (t− πh(s))−
1
2 ds . h

1
2−

d
2p0 ,
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since p0 > d. Finally, in view of (3.25) and (4.6), because p0 <∞, we have

Uε3,h(bε) . h
1
2−

d
2p0

∫ t

0

(πh(s))−
d

2p0 (t− πh(s))−1+
d

2p0 ds . h
1
2−

d
2p0

and obtain that
3∑
i=1

(
Uεi,h(bε) + Uεi,h(b̄)

)
. h

1
2−

d
2p0 . (4.11)

(Step 2) Let M := [t/h]. Without loss of generality we may assume that M = t/h ∈ N and
note that

Eεh 6
∣∣∣E∫ h

0

(
bε(s, Y

ε
s (x), µεs)− b0(Y εs (x), µεs)

)
· ∇u(s, Y εs (x))ds

∣∣∣
+
∣∣∣M−1∑
k=1

E
∫ (k+1)h

kh

(
bε(s, Y

ε
kh(x), µεkh)− b0(Y εkh(x), µεkh)

)
· ∇u(kh, Y εkh(x))ds

∣∣∣
:=E1 + E2.

From (3.25) and (4.5),

E1 .
∫ h

0

s−
d

2p0 (t− s)− 1
2 ds . h

1
2−

d
2p0 .

By (4.5) and a change of variables, one sees that

E2 .
M−1∑
k=1

(t− kh)−
1
2

∣∣∣E∫ (k+1)h

kh

(
bε(s, Y

ε
kh(x), µεkh)− b0(Y εkh(x), µεkh)

)
ds
∣∣∣

.
M−1∑
k=1

(t− kh)−
1
2

∣∣∣εE ∫ (k+1)h/ε

kh/ε

(
b(s, Y εkh(x), µεkh)− b̄(Y εkh(x), µεkh)

)
ds
∣∣∣.

Based on the assumptions (1.6) and (3.25), we have

E2 . h
M−1∑
k=1

(t− kh)−
1
2ω

(
h

ε

)
EH(Y εkh(x), µεkh)

. h
M−1∑
k=1

(t− kh)−
1
2ω

(
h

ε

)
(kh)−

d
2p0 sup

µ
|||H(·, µ)|||p0

. ω

(
h

ε

)∫ t

h

(t− πh(s))−
1
2 (πh(s))−

d
2p0 ds . ω

(
h

ε

)
and obtain that

|Eϕ(Xε
t )− Eϕ(Xt)| .

(
h

1
2−

d
2p0 + ω

(
h

ε

))
+

∫ t

0

s−
d

2p0 (t− s)− 1
2 ‖µεs − µs‖vards

because of (4.8), (4.10) and (4.11). Finally, taking the supremum over all ϕ ∈ C∞b with ‖ϕ‖∞ = 1
and by Gronwall’s inequality of Volterra type (see [51, Example 2.4]), we complete the proof.

�

5. Proof of Theoerm 1.2 and 1.3

In this section, we consider the process (Xε,W,X) on the probability space (Ω,F , (Ft)t>0,P)
which satisfies the following system in Rd:

Xε
t = ξ +

∫ t

0

b(
s

ε
,Xε

s , µ
ε
s)ds+

∫ t

0

σ(Xε
s )dWs
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and

Xt = ξ +

∫ t

0

b̄(Xs, µs)ds+

∫ t

0

σ(Xs)dWs,

where W is a standard d-dimensitional Brownian Motion, µεt and µt are the distributions of Xε
t

and Xt respectively and (b, b̄, σ) satisfies the conditions (H1
b)-(H2

b) and (Hσ) . We set

X0 := X, bε(t) := b(t/ε), and b0 := b̄.

Proof of Theoerm 1.2. Set

B(t, x) := b0(x, µt)

and consider the following backward parabolic PDE

∂tu+ aij∂i∂ju− λu+B · ∇u+B = 0, t ∈ [0, T ], u(T ) = 0.

Since |||B|||L̃p0 (T ) 6 sup
µ
|||b̄(·, µ)|||p0 <∞, by Lemma 2.5, for λ large enough there is a unique solution

u in the sense of Definition 2.3 satisfying

‖∇u‖L∞T 6
1

2

and for any 2/q + d/p0 < 1,

|||∇2u|||L̃p0q (T ) 6 C,

which implies that for any λ > 0

sup
ε>0

E exp

(
λ

∫ T

0

|∇2u(t,Xε
t )|2dt

)
<∞, (5.1)

where X0 := X, because of (3.27). Moreover, by (3.41), for all s, t ∈ [0, T ],

‖∇u(t)−∇u(s)‖∞ . |t− s|1/2−d/(2p0). (5.2)

Define
Φt(x) := x+ u(t, x)

and
Y εt := Φt(X

ε
t ), Yt := Φt(Xt).

Then Φt is a C1-diffeomorphism (see Remark 3.18) for any t ∈ [0, T ] with

‖∇Φ‖L∞T + ‖∇Φ−1‖L∞T 6 4. (5.3)

By the generalized Itô formula (3.4), we have

dYt = λu(t,Xt)dt+ (σ∗∇Φt)(Xt)dWt

and

dY εt = λu(t,Xε
t )dt+

(
bε(t,X

ε
t , µ

ε
t )− b0(Xε

t , µt)
)
· ∇Φt

(
Xε
t

)
dt+ (σ∗∇Φt(X

ε
t ))dWt,

where σ∗ is the transpose of σ. It follows from (5.3) that for any t ∈ [0, T ],

|Xε
t −Xt|2 . |Y εt − Yt|2 . λ‖∇u‖2L∞T

∫ t

0

|Xε
s −Xs|2ds

+

[∫ t

0

(
(σ∗∇Φs)(X

ε
s )− (σ∗∇Φs)(Xs)

)
dWs

]2
+
∣∣∣ ∫ t

0

(
bε(s,X

ε
s , µ

ε
s)− b0(Xε

s , µs)
)
· ∇Φs

(
Xε
s

)
ds
∣∣∣2.

Set

Aεt :=

∫ t

0

(
M(∇2u)(s,Xs) +M(∇2u)(s,Xε

s ) + ‖∇u‖L∞T
)2

ds
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+

∫ t

0

(M(∇σ)(Xs) +M(∇σ)(Xε
s ) + ‖σ‖∞)

2
ds

and

ηεt :=
∣∣∣ ∫ t

0

(
bε(s,X

ε
s , µ

ε
s)− b0(Xε

s , µs)
)
· ∇Φs

(
Xε
s

)
ds
∣∣∣2.

Then, by (2.2), (5.1) and (Hσ), we have

sup
ε

E exp(AεT ) <∞. (5.4)

We note that by (2.1) [∫ t

0

(
(σ∗∇Φ)(Xε

s )− (σ∗∇Φ)(Xs)
)
dWs

]2
6
∫ t

0

|Xε
s −Xs|2dAεs +Mε

t ,

where Mε is a martingale. Altogether, we have

|Xε
t −Xt|2 .

∫ t

0

|Xε
s −Xs|2ds+

∫ t

0

|Xε
s −Xs|2dAεs +Mε

t + ηεt .

Hence, by (5.4) and the Stochastic Gronwall inequality (see Lemma 2.8 in [49] or [42]), one sees
that for any ` ∈ (0, 1),

E
(

sup
t∈[0,T ]

|Xε
t −Xt|2`

)
.
(
E[ sup
t∈[0,T ]

ηεt ]
)`
.

Combining (5.2), (5.3) and (3.39), we have

E[ sup
t∈[0,T ]

ηεt ] .E
∫ T

0

∣∣∣b0(Xε
s , µ

ε
s)− b0(Xε

s , µs)
∣∣∣2ds+ inf

h>0

(
h1−δ + h1−

d
p0 + ω

(
h

ε

))
. (5.5)

Taking δ < d/p0 in (5.5), from (3.26) and (4.9), for any 2/q + d/p0 < 1, one sees that

E[ sup
t∈[0,T ]

ηεt ] .
(∫ T

0

‖µεs − µs‖qvards
)2/q

+ inf
h>0

(
h1−

d
p0 +

(
ω

(
h

ε

))2 )
. inf
h>0

(
h1−

d
p0 +

(
ω

(
h

ε

))2 )
and this completes the proof.

�

In the rest of this section, we assume that

bε(t, x, µ) = bε(t, x), b0(x, µ) = b0(x)

and prove Theorem 1.3. The method is the same as the one of Theorem 1.2, except for using the
elliptic equation to construct the Zvonkin’s transformation instead of the parabolic.

Proof of Theorem 1.3. Consider the following elliptic PDE

aij∂i∂ju− λu+ b0 · ∇u+ b0 = 0. (5.6)

Noting that |||b0|||L̃p0 (T ) 6 ‖b‖L∞(R+;L̃p0 ) and by (2.9) for λ large enough, we have

‖∇u‖∞ 6
1

2

and

|||∇2u|||p0 6 C‖b0‖L̃p0 , ∀p0 > d
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It follows by (3.27) that for any λ > 0

sup
ε>0

E exp

(
λ

∫ T

0

|∇2u(Xε
t )|2dt

)
<∞. (5.7)

Define

Φ(x) := x+ u(x)

and

Y εt := Φ(Xε
t ), Yt := Φ(Xt).

Then Φ is a C1-diffeomorphism. Again by the generalized Itô formula (3.4), we have

dYt = λu(Xt)dt+ (σ∗∇Φ)(Xt)dWt

and

dY εt = λu(Xε
t )dt+

(
bε(t,X

ε
t )− b0(Xε

t )
)
· ∇Φ

(
Xε
t

)
dt+ (σ∗∇Φ)(Xε

t )dWt.

Then, we have

|Xε
t −Xt|2 .

∫ t

0

|Xε
s −Xs|2dAεs +Mε

t + ηεt ,

where (Mε
t )t>0 is a martingale,

Aεt =t+

∫ t

0

(
M(∇2u)(Xs) +M(∇2u)(Xε

s ) + ‖σ‖∞
)2

ds

+

∫ t

0

(M(∇σ)(Xs) +M(∇σ)(Xε
s ) + ‖∇u‖∞)

2
ds

and

ηεt =
∣∣∣ ∫ t

0

(
b(s/ε,Xε

s )− b̄(Xε
s )
)
· ∇Φ

(
Xε
s

)
ds
∣∣∣2.

Then, in view of (2.2) and (5.7), we have

sup
ε

E exp(AεT ) <∞,

which implies that for any ` ∈ (0, 1),

E
(

sup
t∈[0,T ]

|Xε
t −Xt|2`

)
.
(
E sup
t∈[0,T ]

ηεt
)`

because of the Stochastic Gronwall inequality and we complete the proof by (3.39) with α = 1. �
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Appendix A.

In this appendix, we prove the claim (1.15) in Example 1.7. To this end, we need the following
lemma.

Lemma A.1. Let

h(t) :=

∫
R
B(sin(ξt))ν(dξ).

and

h̄ :=
( 1

2π

∫ 2π

0

B(sin(ξτ))dτ
)
ν(R \ {0}) +B(0)ν({0}),
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where B : [−1, 1] is measurable and ν is a finite measure on R. Assume that there is a constant
CB > 0 such that

|B(u)| 6 CB , ∀u ∈ [−1, 1].

Then, for any t, T ∈ R+, ∣∣∣ 1

T

∫ t+T

t

(
h(s)− h̄

)
ds
∣∣∣ 6 4πCB

T

∫
R\{0}

ν(dξ)

|ξ|
.

Proof of Lemma A.1. If
∫
R\{0}

ν(dξ)
|ξ| = ∞, this is trivial. So, we assume that

∫
R\{0}

ν(dξ)
|ξ| < ∞.

First, one sees that

I :=

∣∣∣∣∣ 1

T

∫ t+T

t

(
h(s)− h̄

)
ds

∣∣∣∣∣
=

∣∣∣∣∣ 1

T

∫ t+T

t

∫
R\{0}

B(sin(ξs))ν(dξ)ds− 1

2π

∫ t+2π

t

B(sin(τ))ν(R \ {0})dτ

∣∣∣∣∣
=

∣∣∣∣∣
∫
R\{0}

[ 1

T

∫ t+T

t

B(sin(ξs))ds− 1

2π

∫ t+2π

t

B(sin(τ))dτ
]
ν(dξ)

∣∣∣∣∣ ,
by Fubini’s theorem. From a change of variable, we have

I =

∣∣∣∣∣
∫
R\{0}

[ 1

T |ξ|

∫ (t+T )ξ

tξ

B(sin s)ds− 1

2π

∫ t+2π

t

B(sin τ)dτ
]
ν(dξ)

∣∣∣∣∣ ,
where

∫ b
a

:= −
∫ a
b

if a > b. Set

G :=

∫ 2π

0

B(sin s)ds =

∫ t+2π

t

B(sin s)ds, ∀t ∈ R.

Then, noting that s→ sin s has a period 2π, we have∫ (t+T )ξ

tξ

B(sin s)ds =
[T |ξ|

2π

]
G+

∫ Tξ+tξ

sgn(ξ)[T |ξ|2π ]2π+tξ
B(sin s)ds

:=
[T |ξ|

2π

]
G+Ht(ξ)

where sgn(ξ) := ξ/|ξ|, which implies that

I =

∣∣∣∣∣
∫
R\{0}

[ 1

T |ξ|

([T |ξ|
2π

]
G+Ht(ξ)

)
− 1

2π
G
]
ν(dξ)

∣∣∣∣∣
6
∫
R\{0}

∣∣∣ 1

T |ξ|

[T |ξ|
2π

]
− 1

2π

∣∣∣ν(dξ)G+

∫
R\{0}

1

T |ξ|
Ht(ξ)ν(dξ).

We note that ∣∣∣ 1

T |ξ|

[T |ξ|
2π

]
− 1

2π

∣∣∣ =
1

T |ξ|

∣∣∣[T |ξ|
2π

]
− T |ξ|

2π

∣∣∣ 6 1

T |ξ|
and

G ∨Ht(ξ) 6
∫ 2π

0

|B(sin s)|ds 6 2πCB .

Therefore, we have

I 6
4πCB
T

∫
R\{0}

ν(dξ)

|ξ|
and complete the proof.
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�

Now we can give the

Proof of (1.15). Since (H1
b) holds for b obviously, it suffice to show that (H2

b) holds. We note that
in Example 1.7

|F (u, x)| 6 |F (u, 0)|+ |F (u, 0)− F (t, x)| 6 LF + LF |x|

because of (1.14), which implies that

|F
(
u,

∫
Rd
φ(x, y)µ(dy)

)
| 6 LF (1 +

∫
Rd
|φ(x, y)|µ(dy)).

Hence, by Lemma A.1, we see that∣∣∣∣∣ 1

T

∫ t+T

t

(
b(s, x, µ)− b̄(x, µ)

)
ds

∣∣∣∣∣ 6 4πLF
T

∫
R\{0}

ν(dξ)

|ξ|
H(x, µ),

where H(x, µ) = 1 +
∫
Rd |φ(x, y)|µ(dy). It is easy to see that

sup
µ
|||H(·, µ)|||p0 6 ‖1‖∞ +

∫
Rd
|||φ(·, y)|||p0µ(dy) 6 1 + sup

y
|||φ(·, y)|||p0 .

This completes the proof. �
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[17] Duan J. and Wang W., Effective Dynamics of Stochastic Partial Differential Equations. Elsevier Insights.

Elsevier, Amsterdam, 2014, xii+270 pp.

[18] Freidlin M. I. and Wentzell A. D., Random Perturbations of Dynamical Systems. Translated from the 1979
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