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Abstract. In this work we show the strong convergence of propagation of chaos for the particle

approximation of McKean-Vlasov SDEs with singular Lp-interactions as well as for the moderate

interaction particle systems on the level of particle trajectories. One of the main obstacles is to

establish the strong well-posedness of the SDEs for particle systems with singular interaction.

To this end, we extend the results on strong well-posedness of Krylov and Röckner [25] to the

case of mixed Lp-drifts, where the heat kernel estimates play a crucial role. Moreover, when the

interaction kernel is bounded measurable, we also obtain the optimal rate of strong convergence,

which is partially based on Jabin and Wang’s entropy method [19] and Zvonkin’s transformation.
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1. Introduction

Let φ : R+ × Rd × Rd → Rm, F : R+ × Rd × Rm → Rd and σ : R+ × Rd → Rd ⊗ Rd be Borel
measurable functions. For a (sub)-probability measure µ over Rd, we define

b(t, x, µ) := F (t, x, (φt ~ µ)(x)),

where φt(x, y) := φ(t, x, y) and

(φt ~ µ)(x) :=

∫
Rd
φt(x, y)µ(dy).

Consider the following interacting system of N -particles,

dXN,i
t = b

(
t,XN,i

t , ηXN
t

)
dt+ σ

(
t,XN,i

t

)
dW i

t , i = 1, · · · , N, (1.1)

where ηXN
t

stands for the empirical distribution measure of N -particles XN
t := (XN,1

t , · · · , XN,N
t ),

ηXN
t

(dy) :=
1

N

N∑
j=1

δXN,jt
(dy),

and {W i, i ∈ N} is a sequence of independent standard Brownian motions on some stochastic basis
(Ω,F ,P, (Ft)t>0). The infinitesimal generator of the above system is given by

LNt ϕ(x) = tr
(
a(t, xi) · ∇2

xiϕ(x)
)

+ F
(
t, xi,

1

N

N∑
j=1

φt(x
i, xj)

)
· ∇xiϕ(x),

where x = (x1, · · · , xN ) ∈ (Rd)N and a = 1
2σσ

∗. Here and below we use Einstein’s convention for
summation.

In this paper we are mainly concerned with the weak and strong convergence of the solutions
to (1.1) with general Lp-singular interaction φt(x, y) to the solution of the following distribution-
dependent (or McKean-Vlasov) SDE (abbreviated as DDSDE) when N →∞:

dXt = b(t,Xt, µXt)dt+ σ(t,Xt)dW
1
t , (1.2)

where µXt denotes the distribution of Xt. In particular, µ := (µXt)t>0 solves the following non-
linear Fokker-Planck equation in distributional sense:

∂tµ = ∂i∂j(aijµ) + div(b(µ)µ),

Moreover, we are also interested in the so called moderately interacting kernel φt(x, y) = φεN (x−y),
where φεN is a family of mollifiers and εN → 0 as N → ∞. In this case, the solution to the
interacting particle system

dXN,i
t = F

(
t,XN,i

t , (φεN ~ ηXN
t

)(XN,i
t )

)
dt+ σ

(
t,XN,i

t

)
dW i

t , i = 1, · · · , N, (1.3)

is expected to converge to the solution of the following density-dependent SDE (see [34, 23]):

dXt = F (t,Xt, ρXt(Xt))dt+ σ(t,Xt)dWt, (1.4)

where ρXt stands for the density of Xt. Here ρ := (ρXt)t>0 solves the following nonlinear and local
(or Nemytskii-type) Fokker-Planck equation:

∂tρ = ∂i∂j(aijρ) + div(F (ρ)ρ). (1.5)

It should be kept in mind that for d = 1 and F (ρ) = ρ, this is Burgers-type equation.
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For the motion of a single particle, when φ ∈ Lqt (L
p
x) with d

p + 2
q < 1, Krylov and Röckner

[25] showed the existence and uniqueness of strong solutions to the following SDE by Girsanov’s
transformation:

dXt = φt
(
Xt

)
dt+ dWt.

Later, Zhang [48] extended their result to the multiplicative noise case by Zvonkin’s transformation
of [52] (see also [50, 45]). However, for N -particle system (1.1) with F (t, x, r) = r and φt(x, y) =
φt(x− y), where φ is as above, one can not use these well-known results for Lqt (L

p
x) drifts to derive

the well-posedness by considering (1.1) as an SDE in RNd. For instance, when N = 3, consider
the following SDE in R3d:

dX1
t =

[
φ
(
X1
t , X

2
t

)
+ φ

(
X1
t , X

3
t

)]
dt+ dW 1

t ,

dX2
t =

[
φ
(
X2
t , X

1
t

)
+ φ

(
X2
t , X

3
t

)]
dt+ dW 2

t ,

dX3
t =

[
φ
(
X3
t , X

1
t

)
+ φ

(
X3
t , X

2
t

)]
dt+ dW 3

t ,

(1.6)

where |φ(x, y)| 6 h(x−y) and h ∈ Lp with p > d. For i = 1, 2, 3, let φi(x1, x2, x3) :=
∑
j 6=i φ(xi, xj).

As a function of (x1, x2, x3) in R3d, one only has

φi ∈ L∞x∗iL
p
xi , i = 1, 2, 3, (1.7)

where x∗i stands for the remaining variables except for xi. It does not satisfy the conditions in [25].
Note that in the same work [25], Krylov and Röckner also showed the strong well-posedness for a
class of special stochastic particle system with singular gradient interaction φ = ∇V , where V is
continuously differentiable on Rd\{0} and satisfies some other conditions (see Section 9 in [25]).
Moreover, the strong well-posedness for particle system with Biot-Savart law interaction kernel
φ(x) = (−x2, x1)/|x|2 was established in [35] and [13], which is related to the random point vortex
approximation for two dimensional Navier-Stokes equations. In the above well-known works, the
key point of establishing the strong well-posedness is to prove that the process Xi

t −X
j
t for i 6= j

does not touch the singular point 0, i.e. the state space is RNd “without diagonals”. However, the
strong well-posedness for particle systems (1.1) with general Lp-interaction kernels on all of RNd
has still been open.

Therefore, our first task is to extend [25, 48] to the case of mixed Lp-spaces. We mention here
that although Ling and Xie [29] have already considered singular SDEs in mixed Lp-spaces, their
result cannot be applied to equation (1.6) due to the new feature that we need to consider the
order of the integral in x1, x2, x3 as well as the different integrability indices. Notice that each φi
belongs to a different mixed Lp-space. For DDSDE (1.2), in [37], the last two authors of the present
paper have already shown the weak and strong well-posedness (see also [28] and [33] for bounded
measurable interaction kernel). Furthermore, weak solutions to the distribution density-dependent
SDE (1.4), were constructed in [2], first solving the corresponding Fokker-Planck-Kolmogorov
equation and using the superposition principle, and strong solutions were constructed in [16] by
directly using Euler’s scheme. Recently, Wang [44] studied the weak and strong well-posedness
for more general distribution density-dependent SDEs with singular coefficients by a fixed point
argument, but not for mixed Lp-drifts. Nowadays, there is a vast literature about McKean-Vlasov
or mean-field SDEs. We do not intend to list all the papers here. The interesting reader is referred
to the references in the already mentioned papers.

1.1. Propagation of chaos. In this subsection we recall some notions and well-known results
about the propagation of chaos.
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Kac’s chaos: Let E be a Polish space and µ ∈ P(E) a probability measure on E. Let
(µN )N∈N be a sequence of symmetric probability measures on the respective product space EN ,
where symmetric means that for any permutation (xi1 , · · · , xiN ) of (x1, · · · , xN ),

µN (dxi1 , · · · ,dxiN ) = µN (dx1, · · · , xN ).

In particular, µN has a common 1-marginal distribution. One says that (µN )N∈N is µ-chaotic if
for any k ∈ N (see [24]),

µN,k weakly converges to µ⊗k as k 6 N →∞, (1.8)

where µN,k(dx1, · · · ,dxk) = µN (dx1, · · · ,dxk, E, · · · , E) is the k-fold marginal distribution of
µN . It is well known that (1.8) holds if and only if (1.8) holds for only k = 2 (see [42, (i) of
Proposition 2.2]). In the language of random variables, Kac’s chaos can be restated as follows: Let

ξN := (ξN,1, · · · , ξN,N ) be a family of E-valued random variables. If the law of ξN is symmetric

and µ-chaotic, one says that ξN is µ-chaotic. It is also equivalent to (see [42, (ii) of Proposition
2.2])

the empirical measure ηξN (dy) := 1
N

∑N
j=1 δξN,j (dy) ∈ P(E) converges to µ in law. (1.9)

Note that ξN can be regarded as N -random particles in state space E. From this viewpoint, Kac’s
chaos means that if one observes the distribution of any k-particles, then they become statistically
independent as N goes to infinity. Indeed, (1.9) is a law of large numbers, i.e., for any ϕ ∈ Cb(E),

ηξN (ϕ) :=
1

N

N∑
j=1

ϕ(ξN,j)→ µ(ϕ) :=

∫
E

ϕ(x)µ(dx), in law.

In Hauray and Mischler’s work [17], various quantitative and qualitative estimates related to the
chaos are obtained for different notions such as Kac’s chaos, entropy chaos and Fisher information
chaos. More references about Kac’s chaos can be also found in [17].

Propagation of chaos: If one considers Kac’s chaos as a static version of chaos, then prop-
agation of chaos is usually understood as a dynamical version of Kac’s chaos. More precisely, let

(ξNt )t>0 := (ξN,1t , · · · , ξN,Nt )t>0 be a family of EN -valued continuous stochastic processes, which
can be thought of as the evolution of N -particles. Let (ξt)t>0 be a limit E-valued continuous

stochastic process defined on the same probability space. Let µNt be the law of ξNt in EN and µt
be the law of ξt in E. Suppose that µN0 is µ0-chaotic at time 0. One says that propagation of chaos
holds if for any time t > 0, µNt is µt-chaotic. Usually, as the evolution of particle distributions, the
probability measures µNt and µt satisfy some Fokker-Planck equation in the weak sense. Therefore,
it can be studied by purely PDE’s method. However, as stochastic processes, one would like to
have the following stronger convergence in a probabilistic sense: for each t > 0,

lim
N→∞

E|ξN,1t − ξt| = 0,

or in the functional path sense

lim
N→∞

E

(
sup
s∈[0,t]

|ξN,1s − ξs|

)
= 0. (1.10)

In fact, when F , φ and σ are globally Lipschitz continuous in x, r and uniformly in t, McKean [30]
firstly established the following result for (1.1) and (1.2): for any T > 0,

E

(
sup

s∈[0,T ]

|XN,1
s −Xs|2

)
6
C(b, σ, T )

N
, (1.11)
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where the constant C(b, σ, T ) > 0 can be estimated explicitly. We note that the power of con-
vergence rate N is sharp. The above estimate is also reproven by Sznitman [42] by more direct
synchronous coupling methods. Since then, propagation of chaos has undergone an enormous de-
velopment in mathematical kinetic theory (see [15, 32, 17, 20]). Moreover, propagation of chaos
also appears in many other disciplines including data science [11], mean-field games [6, 7] and the
training of neural networks [38], etc. In a recent paper [8], Chaintron and Diez reviews various
models, methods as well as applications for propagation of chaos.

Obviously, Lipschitz assumptions on F, φ and σ are too strong in practice. In fact, most of
the interesting physical models have bounded measurable or even singular interaction kernels. For
examples, the rank-based interaction diffusion studied in [40, 26] has a discontinuous interaction
kernel (see (1.20) below), and the Biot-Savart law appearing in the vortex description of 2d im-
compressible Navier-Stokes equations has a singular kernel like x⊥/|x|2. For this type of singular
kernels, Osada [36] firstly showed the propagation of chaos for the point vortices associated with
the 2d Navier-Stokes equation with large viscosity. Recently, in [14], Fournier, Hauray, and Mis-
chler dropped the assumption of large viscosity by the classical martingale method. More recently,
Jabin and Wang [20] obtained a first quantitative convergence rate about the relative entropy be-
tween the law of particle system and the tensorized limit law, where the key point is an estimate
for the entropy and a large deviation type exponential functional. In fact, the results in [20] can
be applied to a large class of singular kernels K in W−1,∞ with K(x) = −K(−x), as well as the
bounded measurable interaction kernel (see Section 5.2). We note that the proof in [20] strongly
depends on the symmetry of the kernel K(x), not valid for general Lp-singular kernel.

For general Lp-singular interaction kernels, in [43], Tomašević uses the partial Girsanov trans-
form as in [21] to derive the propagation of chaos under the extra assumption that the set of
discontinuous points of the interaction kernel has Lebesgue measure zero. In [18], Hoeksema,
Holding, Maurelli and Tse showed a large deviation result for a particle system with Lp-singular
interaction kernels. As a byproduct, they also obtained a result of propagation of chaos (see also
[26]). However, in [43] and [18], both of them assume the initial distributions of the particle sys-
tem are i.i.d, that is, the initial distributions are not really chaotic. This assumption is crucial
for them to construct a weak solution for the interaction particle system by Girsanov’s transform.
In the present paper we overcome this difficulty by showing the existence of strong solutions for
the particle system (see Lemma 5.2 below), and then obtain the strong convergence as in (1.10)
for singular interaction kernels and the quantitative convergence (1.11) for bounded measurable
kernels by Zvonkin’s transformation. Note that Bao and Huang [1] have already used the Zvonkin
transformation to obtain propagation of chaos for Hölder interaction kernels with non-optimal rate
N−1/4.

1.2. Main results. Before stating our main assumptions, we introduce the following index sets:

I o :=
{

(q,p) ∈ (2,∞)1+d : | 1p |+
2
q < 1

}
(1.12)

and

X :=
{
x = (xi1 , · · · , xid) : any permutation of (x1, · · · , xd)

}
.

Now we make the following main assumptions:

(Hσ) There are κ0 > 1 and γ0 ∈ (0, 1] such that for all t > 0 and x, x′, ξ ∈ Rd,

κ−1
0 |ξ| 6 |σ(t, x)ξ| 6 κ0|ξ|, ‖σ(t, x)− σ(t, x′)‖HS 6 κ0|x− x′|γ0 , (1.13)
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where ‖ · ‖HS is the usual Hilbert-Schmidt norm of a matrix. Moreover, for some (q0,p0) ∈
I o and x0 ∈X and any T > 0,

‖∇σ‖Lq0T (L̃p0
x0

) 6 κ0, (1.14)

where the localized space L̃px is defined in Subsection 2.1 below.

(Hb) Suppose that φt(x, x) = 0 and for some measurable h : R+ × Rd → R+ and κ1 > 0,

|F (t, x, r)| 6 h(t, x) + κ1|r|, |F (t, x, r)− F (t, x, r′)| 6 κ1|r − r′|, (1.15)

and for some (q,p) ∈ I o and x ∈X and for any T > 0,

|||h|||LqT (L̃px) +

[∫ T

0

sup
y∈Rd

(
|||φt(·, y)|||q

L̃px
+ |||φt(y, ·)|||qL̃px

)
dt

] 1
q

6 κ1. (1.16)

Example 1. We provide two examples to illustrate condition (1.16).

(i) Let d > 2 and φt(x, y) = ct(x, y)/|x−y|α, where ct(x, y) is bounded measurable and α ∈ (0, 1).
It is easy to see that (1.16) holds for q close to ∞ and p ∈ (d, dα ) with d

p + 2
q < 1.

(ii) Let d > 1 and φt(x, y) = ct(x, y)/Πd
i=1|xi− yi|αi , where αi ∈ (0, 1

2 ) satisfies α1 + · · ·+αd < 1
and ct(x, y) is bounded measurable. Note that one can choose q close to ∞ and pi > 2 close
to 1/αi so that | 1p | +

2
q < 1 and (1.16) holds. In this case, the kernel is allowed to have

singularities along each axis.

Throughout this paper we use Θ to denote the set of parameters that a constant may depend
on. Θ may have different parameters in different occasions, which should be clear from the context,
e.g.,

Θ = (m, d, γ0, κ0, κ1, q0,p0, q,p, · · · ).
The aim of this paper is to show the following strong convergence of the particle approximation.

Theorem 1.1. Let T > 0. Under (Hσ) and (Hb), for any initial values XN
0 and X0, there

are unique strong solutions XN
t and Xt to particle system (1.1) and DDSDE (1.2), respectively.

Moreover, letting µN0 be the law of XN
0 in RdN and µ0 the law of X0 in Rd, we have the following

strong convergence results:

(i) (Singular kernel) Suppose that µN0 is symmetric and µ0-chaotic, and

lim
N→∞

E|XN,1
0 −X0|2 = 0.

Then for any γ ∈ (0, 1),

lim
N→∞

E

(
sup
t∈[0,T ]

|XN,1
t −Xt|2γ

)
= 0. (1.17)

(ii) (Bounded kernel) If h and φ in (Hb) are bounded measurable and

κ2 := sup
N
H
(
µN0 |µ⊗N0

)
<∞, (1.18)

where µ⊗N0 ∈ P((Rd)N ) is the N -tensor of µ0 and H stands for the relative entropy (see (4.3)
below), then for any δ > 2 and γ ∈ (0, 1), there are constants Ci = Ci(T, γ, δ,Θ) > 0, i = 1, 2
independent of φ and κ2 such that

E

(
sup
t∈[0,T ]

|XN,1
t −Xt|2γ

)
6 C1eC2‖φ‖δ∞

(
E|XN,1

0 −X0|2 +
κ2 + 1

N

)γ
. (1.19)
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Remark 1.2. If supN E|XN,1
0 |p <∞ for some p > 2, then by interpolation one in fact has

lim
N→∞

E

(
sup
t∈[0,T ]

|XN,1
t −Xt|pγ

)
= 0, γ ∈ (0, 1).

The Euler approximation for particle system (1.1) with bounded interaction kernel was studied in
[49], which combined with (1.19) implies the full discretization approximation for DDSDE (1.2).

Example 2. Let d = 1. Consider the following rank-based interaction:

b(t, x, µ) = F (t, x, µ(−∞, x]). (1.20)

In this case, the interaction kernel is φ(x, y) = 1(−∞,x](y) = 1x−y>0, which is bounded and
discontinuous. Thus, by (1.19) we have the strong convergence rate of the particle approximation.

In particular, if we let V (x) := µ((−∞, x]), σ(t, x) =
√

2 and F (t, x, r) = g(r), then V solves the
following Burgers type equation:

∂tV = ∆V +

(∫ V

0

g(r)dr

)′
.

For g(r) = r, this is the classical Burgers equation. In this way, the above Burgers type equation
has been studied in [5, 22, 26]. In the following Example 3, we have another way to simulate
Burgers equation via moderate interaction particle system.

Next we turn to the moderate interaction system (1.3) and have the following result.

Theorem 1.3. Let T > 0. Suppose that (Hσ) holds, and

|F (t, x, r)| 6 κ1, |F (t, x, r)− F (t, x, r′)| 6 κ1|r − r′|, (1.21)

and for εN ∈ (0, 1) with ε→ 0 as N →∞,

φt(x, y) = φεN (x− y) = ε−dN φ((x− y)/εN ),

where φ is a bounded probability density function in Rd with support in the unit ball. Then for any
initial value X0 with bounded density ρ0, there is a unique strong solution X to density-dependent
SDE (1.4) such that for each t > 0, Xt admits a density ρt with

‖ρt‖∞ 6 C(T,Θ)‖ρ0‖∞, t ∈ [0, T ]. (1.22)

Moreover, under (1.18), for any T > 0, β ∈ (0, γ0), γ ∈ (0, 1) and δ > 2, there are constants
Ci = Ci(T, β, γ, δ,Θ) > 0, i = 1, 2, 3 such that for all N > 2,

E

(
sup
t∈[0,T ]

|XN,1
t −Xt|2γ

)
6 C1eC2ε

−δd
N

(
E|XN,1

0 −X0|2 +
κ2 + 1

N

)γ
+ C3ε

2βγ
N . (1.23)

Remark 1.4. Suppose that for some C > 0,

E|XN,1
0 −X0|2 6 C/N.

If one chooses εN = C4/(lnN)1/(δd) with C4 being large enough, then by (1.23), for some C > 0,

E

(
sup
t∈[0,T ]

|XN,1
t −Xt|2γ

)
6

C

(lnN)(2βγ)/(δd)
.

In [23], under smoothness assumptions on F , φ and the initial density ρ0, Jourdain and Méléard
[23, Theorem 2.7] have proven a similar estimate as (1.23). We note that the concept of moderately
interacting particles was introduced by Oelschläger in [34]. Therein, εN = N−β/d and β ∈ (0, 1).
For β = 0 and β = 1, they are called weakly and strongly interacting, since they correspond to the
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scaling order 1/N and 1, respectively. While, the moderate interaction refers to any choice of εN
with that εN → 0 and ε−dN /N = o(1).

Although we assume that F is bounded in (1.21), once we can establish the existence of bounded
solutions to the Fokker-Planck equation (1.5) under linear growth assumptions of F in r, then the
boundedness of F in (1.21) is no longer a restriction. We illustrate this in the following example.

Example 3. Consider the following special case:

∂tρ = ∆ρ+ div(F (ρ)ρ),

where F : R+ → Rd satisfies
∑d
i=1 |F ′i (r)| 6 κ1. Since the above equation can be written in the

following transport form:

∂tρ = ∆ρ+ (F (ρ) + F ′(ρ)ρ) · ∇ρ,
it is easy to see that by the maximum principle,

‖ρt‖∞ 6 ‖ρ0‖∞.

This can be established rigorously by considering the truncated F as Fn(r) = F (r ∧ n), where
n > ‖ρ0‖∞. In particular, the above example covers the one dimensional Burgers equation, i.e.,
F (r) = r. In this case, if one takes φ(x) = 1[−1,1](x)/2 in (1.3), then

(φεN ~ ηXN
t

)(XN,i
t ) =

1

2NεN

N∑
j=1

1|XN,it −XN,jt |6εN .

We believe that this is useful for numerical experiments.

1.3. Structure of the paper. In Section 2 we first introduce the localized mixed Lp-spaces and
its basic properties used in this paper. Then we study second order parabolic PDEs with mixed
Lp-drifts and show the unique existence of strong solutions. Since each component of the drift
may be in a different mixed Lp-space, the new point here is that the second order derivative of the
solution shall stay in a direct sum space (see Theorem 2.9).

In Section 3, we show the weak and strong well-posedness for stochastic differential equations
with mixed Lp-drifts. As usual, we need to prove a priori Krylov estimates based on the PDE
estimates obtained in Section 2, and then show that we can perform the Zvonkin transformation.
Since Zvonkin’s transformation is a C1-diffeomorphism and reduces the original singular SDE to
an equivalent regular SDE, one can use well-known results such as the heat kernel estimates to
derive some apriori estimates for the original SDE, and then show our main results. We emphasize
that the mixed Lp-space is not invariant under C1-diffeomorphism transformation. Thus one can
not obtain the Krylov estimate directly through the transformed equation. Instead, we use the
heat kernel estimates to show the Krylov estimate for the indices (q,p) ∈ I2.

In Section 4, by Picard’s iteration, we show the weak and strong well-posedness for distribution
density-distribution dependent SDEs with mixed Lp-drifts, where we use the entropy formula,
Pinsker’s inequality and the Fokker-Planck equation to show that the Picard iteration of the
density is a Cauchy sequence in L1 ∩ L∞.

In Section 5, by the classical martingale method we show that the propagation of chaos for
systems as in (1.1) with singular kernels holds in the weak sense, where the key point is to use the
partial Girsanov transform used in [21, 43] to derive some uniform estimate for the exponential
functional. In particular, the strong solution is used to treat the chaos of the initial distributions.
Moreover, we also provide a detailed proof for Jabin and Wang’s quantitative result [20] for bounded
interaction kernels. This is not new and only for the readers’ convenience.
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In Sections 6 and 7, we give the proofs of Theorems 1.1 and 1.3, and show how to use Zvonkin’s
transformation again to derive the strong convergence from the weak convergence obtained in
Section 5, where the key point is Lemma 6.1.

We conclude this introduction by introducing the following convention: Throughout this paper,
we use C with or without subscripts to denote constants, whose values may change from line to
line. We also use := to indicate a definition and a+ := 0 ∨ a. By A .C B and A �C B or simply
A . B and A � B, we mean that for some constant C > 1,

A 6 CB, C−1B 6 A 6 CB.

2. Preliminaries

2.1. Mixed Lp-spaces. In this section we recall the definition of localized mixed Lp-spaces, which
was originally introduced in [3]. As we have seen in the introduction, these are very suitable for
singular interacting particle system (see also [18]). Let d ∈ N. For a multi-index p = (p1, · · · , pd) ∈
(0,∞]d and any permutation x ∈X , the mixed Lpx-space is defined by

‖f‖Lpx :=

(∫
R

(∫
R
· · ·
(∫

R
|f(x1, · · · , xd)|pddxid

) pd−1
pd

· · · dxi2

) p1
p2

dxi1

) 1
p1

. (2.1)

When p = (p, · · · , p) ∈ (0,∞]d, the mixed Lpx-space is the usual Lp(Rd)-space, simply denoted by
Lp. Note that for general x 6= x′ and p 6= p′,

Lp
′

x 6= Lpx 6= Lpx′ .

For multi-indices p, q ∈ (0,∞]d, we shall use the following notations:

1

p
:=
( 1

p1
, · · · , 1

pd

)
, p · q :=

d∑
i=1

piqi,
∣∣∣ 1
p

∣∣∣ =

d∑
i=1

1

pi
,

and

p > q (resp. p > q; p = q)⇐⇒ pi > qi (resp. pi > qi; pi = qi) for all i = 1, · · · , d.
Moreover, we use bold numbers to denote constant vectors in Rd, for example,

1 = (1, · · · , 1), 2 = (2, · · · , 2).

For multi-indices p, q, r ∈ (0,∞]d with 1
p + 1

r = 1
q , the following Hölder inequality holds

‖fg‖Lqx 6 ‖f‖Lpx‖g‖Lrx . (2.2)

For any multi-indices p, q, r ∈ [1,∞]d with 1
p + 1

r = 1 + 1
q , the following Young inequality holds

‖f ∗ g‖Lqx 6 ‖f‖Lpx‖g‖Lrx . (2.3)

For any r > 0, let Brz be the ball in Rd with radius r and center z. Let χ : Rd → [0, 1] be a
smooth cutoff function with χ|B1

= 1 and χ|Bc2 = 0. For fixed r > 0, we set

χrz(x) := χ((x− z)/r), x, z ∈ Rd. (2.4)

For p ∈ [1,∞]d, we introduce the following localized Lp-space (see [51]):

L̃px :=
{
f ∈ L1

loc(Rd), |||f |||L̃px := sup
z
‖χrzf‖Lpx <∞

}
,

and for a finite time interval I ⊂ R and q ∈ [1,∞],

L̃qI (L̃px) :=
{
f ∈ L1

loc(I× Rd), |||f |||L̃qI (L̃px) := sup
z
‖χrzf‖LqI (Lpx) <∞

}
, (2.5)
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where for a Banach space B we set

LqI (B) := Lq(I;B).

By a finitely covering technique, it is easy to see that the definitions of L̃px and L̃qI (L̃px) do not
depend on the choice of r (see [51]), and for any 1 6 q2 6 q1 6∞ and 1 6 p2 6 p1 6∞,

L̃p1
x ⊂ L̃p2

x , L̃q1I (L̃p1
x ) ⊂ L̃q2I (L̃p2

x ). (2.6)

This property is the main advantage of using localized spaces. Since the supremum z in the

definition of L̃qI (L̃px) is taken outside the time integral, we obviously have

LqI (L̃px) ⊂ L̃qI (L̃px).

Moreover, for α > 0, let Cα be the usual Hölder space with norm:

‖f‖Cα :=

[α]∑
j=0

‖∇jf‖∞ + sup
x 6=y∈Rd

|∇[α]f(x)−∇[α]f(y)|
|x− y|α−[α]

,

where ∇j stands for the j-order gradient and [α] stands for the integer part of α. For simplicity
we write

L̃qT (L̃px) := L̃q[0,T ](L̃
p
x), LpT := Lp[0,T ](L

p), L∞T (Cα) := L∞[0,T ](C
α).

Example. For i = 1, · · · , d and α ∈ (0, 1), let fi(x) = b(x)|xi|−α, where b(x) is a bounded

measurable function. It is easy to see that fi ∈ L̃pxi , where xi = (x1, · · · , xi−1, xi+1, · · · , xd, xi)
and p = (∞, · · · ,∞, p) with p ∈ (1, 1

α ). From this example, one sees that for a C1-diffeomorphism

Φ from Rd to Rd, say Φ(x) = (xi, x1, · · · , xi−1, xi+1, · · · , xd), it may happen that

fi ◦ Φ /∈ L̃pxi .

Throughout this paper, we shall use the same notation Γε to denote mollifiers in various dimen-
sions N , i.e.,

Γε(x) = ε−NΓ (x/ε), ε ∈ (0, 1), (2.7)

where Γ is a nonnegative smooth density function in RN with compact support in the unit ball.
For a function f ∈ L1

loc(RN ), the mollifying approximation of f is defined by

fε(x) := f ∗ Γε(x) =

∫
RN

f(x− y)Γε(y)dy.

The dimension N takes different values in different occasions, which should be clear from the
respective context.

The following lemma is obvious by the definitions.

Lemma 2.1. For any f ∈ L̃px, there is a constant C = C(p) > 0 such that for all ε ∈ (0, 1),

|||fε|||L̃px 6 C|||f |||L̃px , (2.8)

and for any R > 0,

lim
ε→0
‖(fε − f)χR0 ‖Lpx = 0. (2.9)

The local Hardy-Littlewood maximal function in Rd is defined by

Mf(x) := sup
r∈(0,1)

1

|Br0 |

∫
Br0

f(x+ y)dy.

The following result is taken from Lemma 2.1 in [45].
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Lemma 2.2. (i) There is a constant C = C(d) > 0, such that for any f ∈ L∞(Rd) with
∇f ∈ L1

loc(Rd),

|f(x)− f(y)| 6 C|x− y|
(
M|∇f |(x) +M|∇f |(y) + ‖f‖∞

)
(2.10)

for Lebesgue-almost all x, y ∈ Rd.

(ii) For any (q,p) ∈ (1,∞)1+d, there is a C = C(d, p, q) > 0 such that for all f ∈ L̃qT (L̃px),

|||Mf |||L̃qT (L̃px) 6 C|||f |||L̃qT (L̃px). (2.11)

2.2. A study of PDEs with mixed Lp-drifts. In this section we show the existence and unique-
ness of strong solutions in the PDE sense to second order parabolic PDEs with drifts in mixed
Lp-spaces. For t > 0, let Ptf(x) = Ef(x+Wt) be the Gaussian heat semigroup, i.e.,

Ptf(x) =

∫
Rd
gt(x− y)f(y)dy,

where

gt(x) := (2πt)−
d
2 e−

|x|2
2t .

First of all, we establish the following easy estimates about Pt.

Lemma 2.3. (i) For any p ∈ (1,∞)d, T > 0 and β > 0, there is a constant C = C(T,p, β, d) >
0 such that for all f ∈ Lpx and t ∈ (0, T ],

‖Ptf‖Cβ 6 Ct−
1
2 (β+| 1p |)‖f‖Lpx . (2.12)

(ii) For any q > p, there is a constant C = C(q,p, d) > 0 such that for all f ∈ Lpx and t > 0,

‖∇Ptf‖Lqx 6 Ct
− 1

2 (1+| 1p |−|
1
q |)‖f‖Lpx . (2.13)

Proof. (i) Note that for m = 0, 1, · · · ,

∇mPtf(x) =

∫
Rd
∇mgt(x− y)f(y)dy.

For 1
q + 1

p = 1, by Hölder’s inequality (2.2) and the scaling, we have

‖∇mPtf‖∞ 6 ‖∇mgt‖Lqx‖f‖Lpx = t−
1
2 (m+| 1p |)‖∇mg1‖Lqx‖f‖Lpx ,

where ‖∇mg1‖Lqx < ∞. Then estimate (2.12) follows by the interpolation theorem for Hölder
spaces.

(ii) For r ∈ [1,∞]d with 1
p + 1

r = 1 + 1
q , by Young’s inequality (2.3) and the scaling, we have

‖∇Ptf‖Lqx 6 ‖∇gt‖Lrx‖f‖Lpx = t−
1
2 (1+d−| 1r |)‖∇g1‖Lrx‖f‖Lpx .

Then estimate (2.13) follows because ‖∇g1‖Lrx <∞. �

We introduce the following index sets for later use:

Im :=
{

(q,p) ∈ (1,∞)1+d : | 1p |+
2
q < m

}
, m = 1, 2. (2.14)

Remark 2.4. I o ⊂ I1, where I o is defined by (1.12). For (q,p) ∈ I o, it holds that ( q2 ,
p
2 ) ∈ I2.

For λ > 0 and f ∈ LqT (Lpx), we define

u(t, x) :=

∫ t

0

e−λ(t−s)Pt−sf(s, x)ds, t > 0,

which solves the following non-homeogenous heat equation

∂tu = 1
2∆u− λu+ f, u(0) = 0.
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Lemma 2.5. (i) For any T > 0, (q,p) ∈ I2 and β ∈ [0, 2 − | 1p | −
2
q ), there is a constant

C = C(T, d, q,p, β) > 0 such that for all λ > 0,

(1 ∨ λ)
1
2 (2−β−| 1p |−

2
q )‖u‖L∞T (Cβ) 6 C‖f‖LqT (Lpx). (2.15)

(ii) For any T > 0, (q,p) ∈ I2 and (q′,p′) > (q,p) with | 1p | +
2
q < | 1

p′ | +
2
q′ + 1, there is a

constant C = C(T, d, q,p, q′,p′) > 0 such that for all λ > 0,

(1 ∨ λ)
1
2 (1+| 1

p′ |+
2
q′−|

1
p |−

2
q )‖∇u‖Lq′T (Lp

′
x )
6 C‖f‖LqT (Lpx). (2.16)

(iii) For any T > 0, (q,p) ∈ I1 and λ > 0, there is a constant C = C(λ, T, d, q,p) > 0 such that
for all 0 6 t0 < t1 6 T ,

‖u(t1)− u(t0)‖∞ 6 C(t1 − t0)
1
2 ‖f‖LqT (Lpx). (2.17)

Proof. (i) For β ∈ [0, 2− | 1p | −
2
q ), by (2.12) and Hölder’s inequality in the time variable, we have

‖u(t)‖Cβ .
∫ t

0

e−λ(t−s)(t− s)−
1
2 (β+| 1p |)‖f(s)‖Lpxds

6

(∫ t

0

(
e−λss−

1
2 (β+| 1p |)

) q
q−1 ds

)1− 1
q

‖f‖LqT (Lpx)

. (1 ∨ λ)−
1
2 (2−β−| 1p |−

2
q )‖f‖LqT (Lpx).

(ii) For (q′,p′) > (q,p) with | 1p |+
2
q < |

1
p′ |+

2
q′ + 1, by (2.13) we have

‖∇u(t)‖Lp′x .
∫ t

0

e−λ(t−s)(t− s)−
1
2 (1+| 1p |−|

1
p′ |)‖f(s)‖Lpxds.

Let r > 1 be defined by 1
r = 1

q′ + 1− 1
q . By Young’s inequality we further have

‖∇u‖Lq′T (Lp
′

x )
.

(∫ T

0

e−rλss
− r2 (1+| 1p |−|

1
p′ |)ds

)1/r

‖f‖LqT (Lpx)

. (1 ∧ λ)
1
r−

1
2 (1+| 1p |−|

1
p′ |)‖f‖LqT (Lpx).

(iii) For 0 6 t0 < t1 6 T , by definition we have

u(t1)− u(t0) =

∫ t0

0

e−λ(t1−s)(Pt1−s − Pt0−s)f(s, x)ds

+ (e−λ(t1−t0) − 1)

∫ t0

0

e−λ(t0−s)Pt0−sf(s, x)ds

+

∫ t1

t0

e−λ(t1−s)Pt1−sf(s, x)ds

=: I1 + I2 + I3.

For I1, noting that

‖Ptf − f‖∞ 6
1

2

∫ t

0

‖∆Psf‖∞ds .

(∫ t

0

s−
1
2 ds

)
‖∇f‖∞ . t

1
2 ‖∇f‖∞,

by (2.12) and Hölder’s inequality, we have

‖I1‖∞ . (t1 − t0)
1
2

∫ t0

0

‖∇Pt0−sf(s)‖∞ds
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. (t1 − t0)
1
2

∫ t0

0

(t0 − s)−
1
2 (1+| 1p |)‖f(s)‖Lpxds

. (t1 − t0)
1
2 t

1
2 (1− 2

q−|
1
p |)

0 ‖f‖LqT (Lpx),

and because 1− e−λ(t1−t0) 6 λ(t1 − t0),

‖I2‖∞ . λ(t1 − t0)‖f‖LqT (Lpx).

For I3, as above, by (2.12) and Hölder’s inequality, we have

‖I3‖∞ .
(∫ t1−t0

0

(
e−λss−

1
2 |

1
p |
) q
q−1 ds

)1− 1
q

‖f‖LqT (Lpx) 6 (t1 − t0)1− 1
2 ( 2
q+| 1p |)‖f‖LqT (Lpx).

Combining the above estimates and because 2
q + | 1p | < 1, we obtain (2.17). �

Now we shall study the following second order parabolic PDE in R+ × Rd:
∂tu = tr(a · ∇2u) + b · ∇u− λu+ f, u(0) = 0, (2.18)

where λ > 0, a := σσ∗/2, σ satisfies (1.13) and

b, f ∈ L1
loc(R+ × Rd).

We introduce the following notion of solutions to PDE (2.18).

Definition 2.6. Let T > 0 and UT ⊂ L1
loc(R+×Rd) be some subclass of locally integrable functions.

We call u ∈ UT a solution of PDE (2.18) if for all t ∈ [0, T ] and ϕ ∈ Cc(Rd),

〈u(t), ϕ〉 =

∫ t

0

〈tr(a · ∇2u) + b · ∇u, ϕ〉ds− λ
∫ t

0

〈u, ϕ〉ds+

∫ t

0

〈f, ϕ〉ds,

where we have implicitly assumed that ∇2u ∈ L1
loc and ∇u ∈ L∞loc so that the terms on the right

hand side are well defined. Here UT will be specified below in the respective cases.

We first show the following result for bounded drift b (see [29, Theorem 2.1]).

Theorem 2.7. Let T > 0 and (q,p) ∈ (1,∞)1+d. Suppose that (1.13) holds and b is bounded

measurable. Then for any f ∈ L̃qT (L̃px) and β ∈ [0, 2 − | 1p | −
2
q ), there exists a unique solution

u ∈ UT in the sense of Definition 2.6, where UT consists of all u with

(1 ∨ λ)
1
2 (2−β−| 1p |−

2
q )‖u‖L∞T (Cβ) + |||∇2u|||L̃qT (L̃px) 6 C|||f |||L̃qT (L̃px). (2.19)

Here and below, the constant C = C(T, κ0, d,p, q, β, ‖b‖L∞T ) > 0 is independent of λ. Moreover,

for any (q′,p′) > (q,p) with | 1p |+
2
q < |

1
p′ |+

2
q′ + 1, we also have

(1 ∨ λ)
1
2 (1+| 1

p′ |+
2
q′−|

1
p |−

2
q )|||∇u|||L̃q′T (L̃p

′
x )
6 C|||f |||L̃qT (L̃px), (2.20)

and for all 0 6 t0 6 t1 6 T ,

‖u(t1)− u(t0)‖∞ 6 C(λ)(t1 − t0)
1
2 |||f |||L̃qT (L̃px). (2.21)

Proof. We only prove the a priori estimates (2.19), (2.20) and (2.21). The existence is then standard
by mollifying the coefficients and a compactness argument. Fix r > 0. Let χrz be the cutoff function
in (2.4) and wz := uχrz. It is easy to see that

∂twz = tr(a · ∇2wz)− λwz + gz, wz(0) = 0, (2.22)

where
gz := tr(a · ∇2u)χrz − tr(a · ∇2wz) + (b · ∇u)χrz + fχrz.
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Let (q,p) ∈ (1,∞)1+d. By [29, Theorem 2.1], there is a constant C = C(T, κ0, d,p, q) > 0 such
that

‖wz‖L∞T (Lpx) + ‖∇2wz‖LqT (Lpx) .C ‖gz‖LqT (Lpx). (2.23)

On the other hand, we can write (2.22) as

∂twz = ∆wz − λwz + tr((a− I) · ∇2wz) + gz, wz(0) = 0,

and by Duhamel’s formula,

wz(t, x) =

∫ t

0

e−λ(t−s)Pt−s(tr((a− I) · ∇2wz) + gz)(s, x)ds.

Note that by (2.23),

‖tr((a− I) · ∇2wz) + gz‖LqT (Lpx) . ‖gz‖LqT (Lpx). (2.24)

For β ∈ [0, 2− | 1p | −
2
q ), by (2.15) and (2.24) we have

(1 ∨ λ)
1
2 (2−β−| 1p |−

2
q )‖wz‖L∞T (Cβ) . ‖gz‖LqT (Lpx). (2.25)

For (q′,p′) > (q,p) with | 1p |+
2
q < |

1
p′ |+

2
q′ + 1, by (2.16) and (2.24) we have

(1 ∨ λ)
1
2 (1+| 1

p′ |+
2
q′−|

1
p |−

2
q )‖∇wz‖Lq′T (Lp

′
x )
. ‖gz‖LqT (Lpx). (2.26)

For 0 6 t0 < t1 6 T , by (2.17) and (2.24) we have

‖wz(t1)− wz(t0)‖∞ . (t1 − t0)
1
2 ‖gz‖LqT (Lpx). (2.27)

Since χ2r
z ∇jχrz = ∇jχrz for j = 0, 1, 2, we have

‖gz‖LqT (Lpx) . ‖∇u∇χrz‖LqT (Lpx) + ‖u∇2χrz‖LqT (Lpx) + ‖b‖L∞T ‖∇uχ
r
z‖LqT (Lpx)

6 (‖∇χrz‖∞ + ‖b‖L∞T )‖∇uχ2r
z ‖LqT (Lpx) + ‖∇2χrz‖∞‖uχ2r

z ‖LqT (Lpx).

Substituting this into (2.23), (2.25), (2.26) and (2.27) and taking supremum in z ∈ Rd, we obtain

|||u|||L̃∞T (L̃px) + |||∇2u|||L̃qT (L̃px) . |||f |||L̃qT (L̃px) + |||∇u|||L̃qT (L̃px) + |||u|||L̃qT (L̃px), (2.28)

and for β ∈ [0, 2− | 1p | −
2
q ),

(1 ∧ λ)
1
2 (2−β−| 1p |−

2
q )‖u‖L∞T (Cβ) . |||f |||L̃qT (L̃px) + |||∇u|||L̃qT (L̃px) + |||u|||L̃qT (L̃px), (2.29)

and for (q′,p′) > (q,p) with | 1p |+
2
q < |

1
p′ |+

2
q′ + 1,

(1 ∨ λ)
1
2 (1+| 1

p′ |+
2
q′−|

1
p |−

2
q )|||∇u|||L̃q′T (L̃p

′
x )
. |||f |||L̃qT (L̃px) + |||∇u|||L̃qT (L̃px) + |||u|||L̃qT (L̃px), (2.30)

and for all 0 6 t0 < t1 6 T ,

‖u(t1)− u(t0)‖∞ . (t1 − t0)
1
2

(
|||f |||L̃qT (L̃px) + |||∇u|||L̃qT (L̃px) + |||u|||L̃qT (L̃px)

)
. (2.31)

Note that by the interpolation inequality, for any ε ∈ (0, 1),

|||∇u|||L̃qT (L̃px) 6 ε|||∇
2u|||L̃qT (L̃px) + Cε|||u|||L̃qT (L̃px).

Substituting this into (2.28) and choosing ε small enough, we derive that for any t ∈ [0, T ],

|||u(t)|||L̃px + |||∇2u|||L̃qT (L̃px) . |||f |||L̃qT (L̃px) +

(∫ t

0

|||u(s)|||q
L̃px

ds

)1/q

.
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By Gronwall’s inequality, we get

|||u|||L∞T (L̃px) + |||∇2u|||L̃qT (L̃px) 6 C|||f |||L̃qT (L̃px),

which together with (2.29), (2.30) and (2.31) yields (2.19), (2.20) and (2.21). �

Remark 2.8. For any T, γ > 0 and (q,p) ∈ I2, there is a C = C(T, γ, d, q,p) > 0 such that

sup
x

E

(∫ T

0

h(s, x+Wγs)ds

)
6 C|||h|||L̃qT (L̃px). (2.32)

Indeed, let a =
√
γ/2I, b = 0, λ = 0 and f(s, x) = h(T − s, x) in PDE (2.18). By (2.19) we have

E

(∫ T

0

h(s, x+Wγs)ds

)
=

∫ T

0

Pγ(T−s)f(s, x)ds = u(T, x) . |||f |||L̃qT (L̃px) = |||h|||L̃qT (L̃px).

In particular, once we have the Gaussian type density estimate for SDEs, then by (2.32), we
immediately have the Krylov estimate as we shall see in Theorem 3.5 below.

Next we consider the drift b being in the mixed Lp-space, where each component bi may lie in a
different mixed Lp-space. Thus the second order generalized derivative of u stays in a direct sum
space of mixed Lp-spaces. The following result seems to be new and is the cornerstone of studying
SDEs with singular mixed Lp-coefficients.

Theorem 2.9. Let T > 0. Suppose (1.13) and for some (qi,pi) ∈ I1 and xi ∈X , i = 1, · · · , d,

‖b1‖L̃q1T (L̃p1
x1

) + · · ·+ ‖bd‖L̃qdT (L̃pdxd ) 6 κ1 <∞. (2.33)

Let x0 ∈X and (q0,p0) ∈ I1. Define

ϑ := 1− max
i=0,··· ,d

(| 1
pi
|+ 2

qi
). (2.34)

For any f ∈ L̃q0T (L̃p0
x0) and β ∈ [0, ϑ), there is a constant C0 = C0(T, κ0, d,pi, qi, β) > 1 so that for

all λ > C0κ
2/ϑ
1 , there exists a unique solution u ∈ UT to PDE (2.18) in the sense of Definition

2.6, where UT consists of all u = u0 + u1 + · · ·+ ud with

λ
1
2 (ϑ−β)‖u‖L∞T (C1+β) +

d∑
i=0

|||∇2ui|||L̃qiT (L̃pixi )
6 C1|||f |||L̃q0T (L̃p0

x0
), (2.35)

where C1 = C1(T, κ0, d,pi, qi, β) > 0 is independent of λ and κ1. Moreover, for all 0 6 t0 6 t1 6 T ,

‖u(t1)− u(t0)‖∞ 6 C(λ)(t1 − t0)
1
2 |||f |||L̃q0T (L̃p0

x0
). (2.36)

Proof. Again we only show the a priori estimate (2.35) since then the existence can be shown by
a compactness argument. Let u = u0 + u1 + · · ·+ ud, where u0 solves the following PDE:

∂tu0 = tr(a · ∇2u0)− λu0 + f, u0(0) = 0,

and for each i = 1, · · · , d, ui solves

∂tui = tr(a · ∇2ui) + bi · ∂iu− λui, ui(0) = 0.

Let λ > 1 and β ∈ [0, ϑ) with ϑ being defined by (2.34). By Theorem 2.7 with b = 0, we have

λ
1
2 (1−| 1

p0
|− 2

q0
−β)‖u0‖L∞T (C1+β) + |||∇2u0|||L̃q0T (L̃p0

x0
) . |||f |||L̃q0T (L̃p0

x0
),

and

‖u0(t1)− u0(t0)‖∞ 6 C(λ)(t1 − t0)
1
2 |||f |||L̃q0T (L̃p0

x0
),
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and for each i = 1, · · · , d,

λ
1
2 (1−| 1

pi
|− 2

qi
−β)‖ui‖L∞T (C1+β) + |||∇2ui|||L̃qiT (L̃pixi )

. |||bi · ∂iu|||L̃qiT (L̃pixi )
. |||bi|||L̃qiT (L̃pixi )

‖∂iu‖L∞T ,

and

‖ui(t1)− ui(t0)‖∞ 6 C(λ)(t1 − t0)
1
2 |||bi|||L̃qiT (L̃pixi )

‖∂iu‖L∞T .

Summing up the above inequalities for i from 0 to d, we obtain

λ
1
2 (ϑ−β)‖u‖L∞T (C1+β) +

d∑
i=0

|||∇2ui|||L̃qiT (L̃pixi )
6 C1|||f |||L̃q0T (L̃p0

x0
) + C2κ1‖∇u‖L∞T ,

where C1, C2 only depend on T, κ0, d,pi, qi, β, and

‖u(t1)− u(t0)‖∞ 6 C(λ)(t1 − t0)
1
2

(
κ1‖∇u‖L∞T + |||f |||L̃q0T (L̃p0

x0
)

)
.

Choosing C0 = (C2/2)2/ϑ ∨ 1, we obtain (2.35) and (2.36) for all λ > C0κ
2/ϑ
1 . �

3. SDEs with mixed Lp-drifts

In this section we first establish a priori Krylov estimates for any solution of SDEs with mixed
drifts and for any index (q,p) ∈ I1, where I1 is defined in (2.14). Using this a priori estimates,
one can perform the classical Zvonkin transformation (see [46]), and then establish the weak well-
posedness under conditions (1.13) and (2.33). Moreover, we also obtain the two-sided density
estimates. As a byproduct, one improves the Krylov estimate to any index (q,p) ∈ I2, which is
crucial for the strong well-posedness and the propagation of chaos.

Let ξt be a given Rd-valued measurable adapted process. We consider the following SDE:

dXt = [ξt + b(t,Xt)]dt+ σ(t,Xt)dWt, (3.1)

where b : R+ × Rd → Rd and σ : R+ × Rd → Rd ⊗ Rd are Borel measurable functions. We first
introduce the following notion of solutions, also called weak solutions.

Definition 3.1. Let U := (Ω,F ,P, (Ft)t>0) be a stochastic basis, and ξt be a given Rd-valued

measurable Ft-adapted process with
∫ t

0
|ξs|ds < ∞ a.s. for each t > 0, and (X,W ) be a pair of

continuous Ft-adapted processes. Let µ0 ∈ P(Rd). We call (X,W,U) a solution of SDE (3.1) with
initial distribution µ0 if

(i) µ0 = P ◦X−1
0 and W is a standard Brownian motion on U.

(ii) For all t > 0, ∫ t

0

|b(s,Xs)|ds+

∫ t

0

|σ(s,Xs)|2ds <∞, a.s.

and

Xt = X0 +

∫ t

0

[ξs + b(s,Xs)]ds+

∫ t

0

σ(s,Xs)dWs, a.s.

By Theorem 2.7, we can establish the following a priori Krylov estimate (see [46]).

Lemma 3.2. Suppose that (1.13) and (2.33) hold. Then for any (q,p) ∈ I1, x ∈X and T, δ > 0,

there is a constant CT,δ = CT,δ(Θ) > 0 such that for all f ∈ L̃qT (L̃px) and any solution X of SDE
(3.1) in the sense of Definition 3.1,

E

(∫ T

0

f(s,Xs)ds

)
6 |||f |||L̃qT (L̃px)

[
CT,δ + δE

(∫ T

0

|ξs|ds

)]
. (3.2)
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Proof. By Theorem 2.7 and as in [46, Lemma 5.5], for any (q,p) ∈ I1, x ∈X and T, δ > 0, there

is a constant CT,δ > 0 such that for any stopping time τ 6 T and f ∈ L̃qT (L̃px),

E
(∫ τ

0

f(s,Xs)ds

)
6 |||f |||L̃qT (L̃px)

[
CT,δ + δE

(∫ τ

0

(|ξs|+ |b(s,Xs)|)ds
)]

. (3.3)

Now for n ∈ N, define a stopping time

τn := inf

{
t > 0 :

∫ t

0

|b(s,Xs)|ds > n
}
∧ T.

Since (qi,pi) ∈ I1, by applying (3.3) with f(s, x) = bi(s, x), we obtain

E
(∫ τn

0

|bi(s,Xs)|ds
)
6 |||bi|||L̃qiT (L̃pixi )

[
CT,δ + δE

(∫ τn

0

(|ξs|+ |b(s,Xs)|)ds
)]

.

Summing up the above inequalities for i from 1 to d, we get

E
(∫ τn

0

|b(s,Xs)|ds
)
6 κ1

[
CT,δ + δE

(∫ τn

0

(|ξs|+ |b(s,Xs)|)ds
)]

.

Letting δ = 1/(2κ1) and n→∞, we obtain

E

(∫ T

0

|b(s,Xs)|ds

)
6 κ1CT,1/(2κ1) +

1

2
E

(∫ T

0

(|ξs|+ |b(s,Xs)|)ds

)
,

which implies

E

(∫ T

0

|b(s,Xs)|ds

)
6 2κ1CT,1/(2κ1) + E

(∫ T

0

|ξs|ds

)
.

Substituting this into (3.3) with τ = T , we complete the proof. �

In the above lemma, the requirement of (q,p) ∈ I1 is too strong for applications. We need to
improve it to (q,p) ∈ I2. Firstly, we use Theorem 2.9 and the above a priori Krylov estimate
to construct the Zvonkin transformation. For each i = 1, · · · , d, consider the following backward
PDE:

∂tui + 1
2 tr((σσ∗) · ∇2ui) + b · ∇ui − λui + bi = 0, ui(T ) = 0. (3.4)

By reversing the time variable and by Theorem 2.9, there is a unique solution ui satisfying the
following estimates: for any β ∈ (0, ϑ), where ϑ is defined in (2.34), there are C0, C1 > 1 such that

for all λ > C0κ
2/ϑ
1 ,

λ
1
2 (ϑ−β)‖ui‖L∞T (C1+β) +

d∑
j=0

|||∇2uij |||L̃qijT (L̃
pij
xij

)
6 C1κ1, (3.5)

and for all 0 6 t0 < t1 6 T ,

‖ui(t1)− ui(t0)‖∞ 6 C(λ)|t1 − t0|1/2, (3.6)

where

ui = ui0 + ui1 + ui2 + · · ·+ uid, (3.7)

and

qi0 = qi, pi0 = pi, xi0 = xi, qij = qj , pij = pj , xij = xj , j = 1, · · · , d.
Below we set

u = (u1, · · · , ud).
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By (3.5), for any β ∈ (0, ϑ), we can choose λ large enough so that

‖∇u‖L∞T 6 ‖u‖L∞T (C1+β) 6
1
2 .

Once λ is chosen, it shall be fixed below without further notice. Now if we define

Φ(t, x) := x+ u(t, x),

then for each t,
x 7→ Φ(t, x) is a C1-diffeomorphism,

and

‖∇Φ‖L∞T + ‖∇Φ−1‖L∞T 6 2, (3.8)

and by (3.6), for all 0 6 t0 < t1 6 T ,

‖Φ(t1)− Φ(t0)‖∞ 6 C(λ)(t1 − t0)1/2. (3.9)

We have the following result (see [46, Theorem 3.10]).

Lemma 3.3 (Zvonkin’s transformation). Under (1.13) and (2.33), Yt := Φ(t,Xt) solves the fol-
lowing SDE

Yt = Y0 +

∫ t

0

ξs · ∇Φ(s,Φ−1(s, Ys))ds+

∫ t

0

b̃(s, Ys)ds+

∫ t

0

σ̃(s, Ys)dWs, (3.10)

where Y0 := Φ(0, X0) and

b̃(s, y) := λu(s,Φ−1(s, y)), σ̃(s, y) := (σ∗∇Φ)(s,Φ−1(s, y)).

Moreover, for any β ∈ (0, ϑ ∧ γ0), where ϑ is defined by (2.34),

b̃, ∇b̃ ∈ L∞T , σ̃ ∈ L∞T (Cβ), (3.11)

and for some κ̃0 > 1,

κ̃−1
0 |η|2 6 |σ̃(s, y)η|2 6 κ̃0|η|2, η ∈ Rd. (3.12)

Vice versa, if Yt solves SDE (3.10), then Xt := Φ−1(t, Yt) solves SDE (3.1).

Proof. For each n ∈ N, define

un(t, x) := (u(t, ·) ∗ Γ1/n)(x), Φn(t, x) := x+ un(t, x).

By Itô’s formula, we have

Φn(t,Xt) = Φn(0, X0) +

∫ t

0

[ξs · ∇Φn + L Φn](s,Xs)ds+

∫ t

0

(σ∗∇Φn)(s,Xs)dWs,

where
L := ∂s + tr(a · ∇2) + b · ∇, a := (σσ∗)/2.

Since x 7→ u(t, x) is C1+β-continuous, it is easy to see that for each t, x,

lim
n→∞

∇jΦn(t, x) = ∇jΦ(t, x), j = 0, 1.

Therefore, to show (3.10), it suffices to show that as n→∞,∫ t

0

|L Φn − λu|(s,Xs)ds→ 0, a.s.

For m ∈ N, we define the stopping time

τm := inf

{
t > 0 : |Xt|+

∫ t

0

|ξs|ds > m
}
.
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Since τm →∞ as m→∞, it suffices to show that for each fixed m ∈ N,

E
(∫ t∧τm

0

|L Φn − λu|(s,Xs)ds

)
= 0. (3.13)

Note that by definition,

L Φn − λu = ∂su
n + tr(a · ∇2un) + b · ∇un + b− λu

=
[
tr(a · (∇2u) ∗ Γ1/n)− tr(a · ∇2u) ∗ Γ1/n

]
+
[
b · ∇(u ∗ Γ1/n)− (b · ∇u) ∗ Γ1/n

]
+ [b ∗ Γ1/n − b] + [λ(u ∗ Γ1/n − u)].

(3.14)

For each i, j, since (qij ,pij) ∈ I1, by the Krylov estimates (3.2) and (3.5), we have

E
(∫ t∧τm

0

|∇2unij −∇2uij |(s,Xs)ds

)
6 Cm‖∇2(unij − uij)1Bm‖LqijT (L

pij
xij

)
→ 0.

From this and by (3.7) and (3.14), it is easy to see that (3.13) holds. Moreover, (3.11) and (3.12)
directly follow by their definitions and (3.5). On the other hand, if Yt solves SDE (3.10), then by
similar calculations, Xt := Φ−1(t, Yt) solves SDE (3.1). We omit the details here. �

Remark 3.4. Consider SDE (3.1) with ξ ≡ 0 and assume (1.13) and (2.33). An immediate
consequence of Zvonkin’s transformation together with (3.8) and (3.9) is that for any p > 1 and
T > 0, there is a constant C = C(p, T,Θ) > 0 such that

E|Xt −Xs|2p 6 C|t− s|p, t, s ∈ [0, T ]. (3.15)

Now we show the following main result of this section.

Theorem 3.5. Suppose that (1.13) and (2.33) hold. For any µ0 ∈ P(Rd), there is a unique
weak solution to SDE (3.1) with ξ ≡ 0 and initial distribution µ0 in the sense of Definition 3.1.
Moreover, we have :

(i) For each t > 0, Xt admits a density ρXt (y) with the following two-sided estimate: for any
T > 0, there are δ1, C1 > 1 such that for all t ∈ (0, T ] and y ∈ Rd,

C−1
1

td/2

∫
Rd

e−
δ1|x−y|

2

t µ0(dx) 6 ρXt (y) 6
C1

td/2

∫
Rd

e−
|x−y|2
δ1t µ0(dx). (3.16)

(ii) Let ϑ be defined as in (2.34). For any β ∈ (0, ϑ ∧ γ0) and T > 0, there are δ2, C2 > 1 such
that for all t ∈ (0, T ] and y, y′ ∈ Rd,

|ρXt (y)− ρXt (y′)|
|y − y′|β

6 C2t
− d+β

2

[∫
Rd

e−
|x−y|2
δ2t µ0(dx) +

∫
Rd

e−
|x−y′|2
δ2t µ0(dx)

]
. (3.17)

(iii) For any (q,p) ∈ I2 and T > 0, there is a constant C0 > 0 such that for any f ∈ L̃qT (L̃px),

E

(∫ T

0

f(s,Xs)ds

)
6 C0|||f |||L̃qT (L̃px). (3.18)

Proof. By (3.11) and (3.12), it is well known that SDE (3.10) with ξ ≡ 0 admits a unique weak
solution (cf. [41]). The existence and uniqueness of weak solutions for the original SDE follow
from Lemma 3.3. Next we shall prove (3.16), (3.17) and (3.18).

(i) Let L̃ be the generator of SDE (3.10), i.e.,

L̃ := tr((σ̃σ̃∗) · ∇2)/2 + b̃ · ∇.
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By (3.11), (3.12) and Theorems 1.1, 1.3 and 2.3 of [9], there is a fundamental solution p(s, x, t, y)

associated with L̃ , which satisfies the following estimates: for all 0 6 s < t 6 T and x, y ∈ Rd,

C−1
0

(t− s)d/2
e−

δ0|x−y|
2

t−s 6 p(s, x, t, y) 6
C0

(t− s)d/2
e
− |x−y|

2

δ0(t−s) ,

and for any β ∈ (0, ϑ ∧ γ0), and for all 0 6 s < t 6 T and x, y, y′ ∈ Rd,

|p(s, x, t, y)− p(s, x, t, y′)| 6 C0|y − y′|β(t− s)−
d+β

2

[
e
− |x−y|

2

δ0(t−s) + e
− |x−y

′|2
δ0(t−s)

]
,

where δ0, C0 > 1 only depend on Θ and the bounds of b̃ and σ̃. In particular, p(0, x, t, y) is just
the density of the solution of SDE (3.1) starting from x at time zero. Note that the density ρYt (y)
of Yt starting from the initial distribution µ̃0 = µ0 ◦ Φ(0, ·)−1 is given by

ρYt (y) =

∫
Rd
p(0, x, t, y)µ̃0(dx).

This can be shown by considering a smooth approximation and taking weak limits (see [31, Section
5.1] for more details). We thus have that for any t ∈ (0, T ] and all y, y′ ∈ Rd,

C−1
0

td/2

∫
Rd

e−
δ0|x−y|

2

t µ̃0(dx) 6 ρYt (y) 6
C0

td/2

∫
Rd

e−
|x−y|2
δ0t µ̃0(dx)

and

|ρYt (y)− ρYt (y′)| 6 C0|y − y′|β

t(d+β)/2

∫
Rd

[
e−
|x−y|2
δ0t + e−

|x−y′|2
δ0t

]
µ̃0(dx). (3.19)

On the other hand, by change of variables, we have

ρXt (y) = ρYt (Φ(t, y)) det(∇Φ(t, y)), (3.20)

and for some C̃0 > 1,

C̃−1
0

td/2

∫
Rd

e−
δ0|Φ(0,x)−Φ(t,y)|2

t µ0(dx) 6 ρXt (y) 6
C̃−1

0

td/2

∫
Rd

e−
|Φ(0,x)−Φ(t,y)|2

δ0t µ0(dx).

which together with the following two estimates yields (3.16),

|Φ(0, x)− Φ(t, y)|2 > 1
2 |Φ(t, x)− Φ(t, y)|2 − |Φ(0, x)− Φ(t, x)|2

(3.8)(3.9)

> 1
8 |x− y|

2 − Ct,

and

|Φ(0, x)− Φ(t, y)|2 6 2|Φ(t, x)− Φ(t, y)|2 + 2|Φ(0, x)− Φ(t, x)|2
(3.8)(3.9)

6 8|x− y|2 − Ct.

(ii) By (3.20) and (3.19), we have

|ρXt (y)− ρXt (y′)| 6 |ρYt (Φ(t, y))− ρYt (Φ(t, y′))|det(∇Φ(t, y))

+ ρYt (Φ(t, y′))|det(∇Φ(t, y))− det(∇Φ(t, y′))|

.
|y − y′|β

t(d+β)/2

∫
Rd

[
e−
|x−Φ(t,y)|2

δ0t + e−
|x−Φ(t,y′)|2

δ0t

]
µ̃0(dx)

+
1

td/2

∫
Rd

e−
|x−Φ(t,y)|2

δ0t µ̃0(dx)|∇Φ(t, y)−∇Φ(t, y′)|,

which in turn implies (3.17) by (3.5).
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(iii) For nonnegative f ∈ L̃qT (L̃px) with (q,p) ∈ I2, by (3.16) and (2.32), we get

E

(∫ T

0

f(s,Xs)ds

)
=

∫ T

0

∫
Rd
f(s, y)ρXs (y)dyds

6
∫ T

0

∫
Rd
f(s, y)

(
C2

sd/2

∫
Rd

e−
|x−y|2
2δ1s µ0(dx)

)
dyds

= C2(2πδ1)d/2
∫
Rd

(∫ T

0

Ef(s, x−Wδ1s)ds

)
µ0(dx) 6 C3|||f |||L̃qT (L̃px).

The proof is complete. �

As a corollary, we have the following important exponential integrability of singular functionals.

Corollary 3.6. (Khasminskii’s estimate) Let X be the unique solution of SDE (3.1) in Theorem
3.5. For any T, λ > 0, (q,p) ∈ I2 and β ∈ (0, 2− | 1p | −

2
q ), there is a constant C1 > 0 depending

only on T, λ, d, β, κ0, κ1, qi,pi, q,p such that for all f ∈ L̃qT (L̃px),

E exp

{
λ

∫ T

0

f(s,Xs)ds

}
6 e

C1|||f |||2/βL̃q
T

(L̃px) . (3.21)

Moreover, if b is bounded measurable, then for some C2 = C2(T, λ, d, β, κ0, q,p) > 0,

E exp

{
λ

∫ T

0

f(s,Xs)ds

}
6 e

C2

(
‖b‖2L∞

T
+|||f |||2/β

L̃q
T

(L̃px)

)
. (3.22)

Proof. Let β ∈ (0, 2 − | 1p | −
2
q ). For (3.21), by [46, Lemma 3.5], it suffices to show that for any

0 6 t0 < t1 6 T ,

E
(∫ t1

t0

f(s,Xs)ds
∣∣∣Ft0

)
6 C0(t1 − t0)

β
2 |||f |||L̃qT (L̃px). (3.23)

Let 1
q′ = 1

q + β
2 . Since β ∈ (0, 2−| 1p |−

2
q ), we have (q′,p) ∈ I2. By (3.18) and Hölder’s inequality,

E
(∫ t1−t0

0

f(s,Xs)ds

)
6 C0|||f |||L̃q′t1−t0 (L̃px)

6 C0(t1 − t0)
β
2 |||f |||L̃qT (L̃px).

By the Markov property of Xt, we get (3.23). (3.22) follows by Girsanov’s theorem. �

Theorem 3.7. (Strong well-posedness) In addition to the assumptions, in Theorem 3.5, we
also assume (1.14) and that (qi,pi) ∈ I o in (2.33). Then there is a unique strong solution to SDE
(3.1) with ξ ≡ 0.

Proof. By Yamada-Watanabe’s theorem, it suffices to show the pathwise uniqueness. But this
follows by Zvonkin’s transformation (see Lemma 3.3), Lemma 2.2 and (3.21) (see [46, Theorem
3.9] for more details). �

4. Well-posedness of dDDSDEs with mixed Lp-drifts

We consider the following distribution density-distribution dependent SDE (abbreviated as
dDDSDE):

dXt = b(t,Xt, ρt(Xt), µXt)dt+ σ(t,Xt)dWt, (4.1)

where ρt(x) is the density of Xt and b(t, x, r, µ) : R+ × Rd × R+ × P(Rd) → Rd is a measurable
function. As in Definition 3.1, we introduce the following notion of solutions to the above SDE.
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Definition 4.1. Let U := (Ω,F ,P, (Ft)t>0) be a stochastic basis and (X,W ) be a pair of contin-
uous Ft-adapted processes. Let µ0 ∈ P(Rd). We call (X,W,U) a solution of dDDSDE (4.1) with
initial distribution µ0 if

(i) µ0 = P ◦X−1
0 and W is a standard Brownian motion on U.

(ii) For each t > 0, the distribution µXt of Xt admits a density ρt,∫ t

0

|b(s,Xs, ρs(Xs), µXs)|ds+

∫ t

0

|σ(s,Xs)|2ds <∞, a.s.,

and

Xt = X0 +

∫ t

0

b(s,Xs, ρs(Xs), µXs)ds+

∫ t

0

σ(s,Xs)dWs, a.s.

Let T > 0 and CT be the space of all continuous functions from [0, T ] to Rd. We use ω to denote
a path in CT and by wt(ω) = ωt to denote the coordinate process. Let Bt := σ{ws, s 6 t} be
the natural filtration. We also introduce the following notion of martingale solutions to dDDSDE
(4.1).

Definition 4.2. Let µ0 ∈ P(Rd). A probability measure P ∈ P(CT ) is called a martingale solution
of dDDSDE (4.1) with initial distribution µ0 if P ◦w−1

0 = µ0 and for any f ∈ C2
c (Rd), the process

Mf
t (ω) := f(wt)− f(w0)−

∫ t

0

(
1
2 tr((σσ∗)(s, ws) · ∇2) + b(s, ws, ρs(ws), µs) · ∇

)
f(ws)ds (4.2)

is a Bt-martingale, where µs := P ◦w−1
s has a density ρs(x). We shall use M σ,b

µ0
to denote the set

of all martingale solutions of dDDSDE (4.1) associated with σ, b and initial distribution µ0.

Remark 4.3. It is well known that weak solutions are equivalent to the martingale solutions
(see [41]). If we consider the classical SDE, i.e., b only depends on (t, x), and if for each starting
point (s, x), there is a unique martingale solution starting from (s, x), then as usual, we say the
martingale problem is well-posed.

4.1. Relative entropy. In this subsection we recall the notion and some basic facts about the
relative entropy. Let E be a Polish space and µ, ν be two probability measures on E. The relative
entropy H(µ|ν) is defined by

H(µ|ν) :=


∫
E

dµ

dν
log
(dµ

dν

)
dν, µ� ν,

∞, otherwise.
(4.3)

Since x 7→ x log x is convex on [0,∞), by Jensen’s inequality, we have H(µ|ν) > 0.
The following theorem contains the main tools used below (see [4, Theorem 2.1(ii)], [12, Lemma

1.4.3(a)] and [10, Lemma 3.9]).

Theorem 4.4. (i) (Pinsker’s inequality) For any two probability measures µ, ν,

‖µ− ν‖2var 6 2H(µ|ν). (4.4)

(ii) (The weighted Pinsker inequality) For any µ, ν ∈ P(E) and Borel measurable function f ,

|〈µ− ν, f〉|2 6 2

(
1 + log

∫
E

ef(x)2

ν(dx)

)
H(µ|ν). (4.5)

(iii) (Variational representation of the relative entropy) For any µ, ν ∈ P(E),

H(µ|ν) = sup
ψ∈Bb(E)

(∫
E

ψdµ− log

∫
E

eψdν

)
, (4.6)
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where Bb(E) is the set of all bounded Borel measurable functions.
(iv) (Dimensional bounds on entropy) Let µN be a symmetric probability measure on EN and

µ ∈ P(E). Then for any k 6 N ,

H
(
µN,k|µ⊗k

)
6

2k

N
H
(
µN |µ⊗N

)
, (4.7)

where µN,k is the marginal distribution of the first k-component of µN .

We recall the following entropy formula for the martingale solutions of classical SDEs, which is
a consequence of Girsanov’s theorem (see [27, Lemma 4.4 and Remark 4.5] for the most general
form).

Lemma 4.5. For i = 1, 2, let bi : R+ × Rd → Rd be two measurable functions. Suppose that the
martingale problem associated with (σ, b2) is well-posed (see Remark 4.3). Let µ1

0, µ
2
0 ∈ P(Rd) be

two initial distributions. For any two martingale solutions Pi ∈ Mσ,bi

µi0
, i = 1, 2, and any t > 0, if

we let µit := Pi ◦ w−1
t be the marginal distributions, then

H(µ1
t |µ2

t ) 6 H(µ1
0|µ2

0) +
1

2
EP2

(∫ t

0

|σ−1(s, ws)(b
1(s, ws)− b2(s, ws))|2ds

)
.

4.2. Stability of density. In this section we prepare a stability result about the density of classical
SDEs. Our starting point is the associated Fokker-Planck equation. Fix z ∈ Rd. Let

Azs,t :=

∫ t

s

A(r, z)dr with A(r, z) = (aij(r, z)) = ((σσ∗)ij(r, z))/2.

Let P zs,tf(x) be the Gaussian heat kernel associated with Azs,t, i.e.,

P zs,tf(x) =

∫
Rd
hAzs,t(x− y)f(y)dy,

where for a symmetric positive definite matrix A,

hA(x) :=
e−〈A

−1x,x〉/2√
(2π)d det(A)

.

Lemma 4.6. Let β ∈ [0, 1], k ∈ N0, p ∈ [1,∞]d and x ∈ X . Under (1.13), for any T > 0, there

is a constant C = C(T, d, β, k,p, κ0) > 0 such that for all 0 6 s < t 6 T and 0 6 f ∈ L̃px,

|∇kP zs,t(| · |βf)(0)| 6 C(t− s)
1
2 (β−k−| 1p |)|||f |||L̃px .

Proof. First of all, by definition and (1.13), it is easy to see that for some λ > 0,

|∇khAzs,t(x)| . (t− s)−
k+d

2 e−
|x|2
λ(t−s) = (t− s)− k2 (2πλ)

d
2 gλ(t−s)(x),

and for some λ′ > λ,

|∇kP zs,t(| · |βf)(0)| . (t− s)− k2
∫
Rd
gλ(t−s)(y)|y|βf(y)dy

. (t− s)
β
2−

k
2

∫
Rd
gλ′(t−s)(y)f(y)dy.

Let p′ ∈ (1,∞)d be defined by 1
p + 1

p′ = 1. Fix r > 0. By Hölder’s inequality we have∫
Rd
gλ′(t−s)(y)f(y)dy =

1

|Br0 |

∫
Rd

∫
Rd
gλ′(t−s)(y)1Brz (y)f(y)dydz
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6
1

|Br0 |

∫
Rd
‖1Brzgλ′(t−s)‖Lp′x ‖1Brzf‖Lpxdz

6
1

|Br0 |

(∫
Rd
‖1Brzgλ′(t−s)‖Lp′x dz

)
|||f |||L̃px . (4.8)

Below, without loss of generality, we suppose s = 0. By a change of variables, we have∫
Rd
‖1Brzgλt‖Lp′x dz = (2πλt)−

d
2

∫
Rd
‖1Brz e−

|·|2
λt ‖Lp′x dz

. t−
d
2

d∏
i=1

∫
R

(∫
|yi−zi|6r

e−
p′i|yi|

2

λt dyi

) 1
p′
i

dzi =: t−
d
2

d∏
i=1

Ji.

For each i, we have

Ji =

∫
|zi|62r

(∫
|yi−zi|6r

e−
p′i|yi|

2

λt dyi

) 1
p′
i

dzi +

∫
|zi|>2r

(∫
|yi−zi|6r

e−
p′i|yi|

2

λt dyi

) 1
p′
i

dzi

6
∫
|zi|62r

(∫
R

e−
p′i|yi|

2

λt dyi

) 1
p′
i

dzi +

∫
|zi|>2r

e−
p′i(|zi|−r)

2

λt

(∫
|yi−zi|6r

dyi

) 1
p′
i

dzi

.

(∫
R

e−
p′i|yi|

2

λt dyi

) 1
p′
i

+

∫
R

e−
p′i|zi|

2

2λt dzi . t
1

2p′
i + t

1
2 . t

1
2p′
i = t

1
2 (1− 1

pi
)
.

Hence, ∫
Rd
‖1Brzgλt‖Lp′x dz . t−

d
2

d∏
i=1

t
1
2 (1− 1

pi
)

= t−|
1
p |/2.

Combining the above estimates, we obtain the desired estimate. �

The following stability result shall be used below to show the existence and uniqueness.

Lemma 4.7. Let b0, b1 be two Borel measurable functions satisfying (2.33) and for k = 0, 1,
µk(dx) := ρok(x)dx with ρok ∈ L∞. Let Pk ∈ Mσ,bk

µk
be the unique martingale solution and ρk(t, x)

be the density of the coordinated process wt under Pk. Then for any T > 0, there is a constant
C = C(T,Θ) > 0 such that for all t ∈ [0, T ],

‖ρ0(t)− ρ1(t)‖L∞ .C ‖ρo0 − ρo1‖L∞ +

d∑
i=1

∫ t

0

(t− s)−
1
2 (1+| 1

pi
|)|||bi0(s)− bi1(s)|||L̃pixids. (4.9)

Proof. First of all, by the heat kernel estimate (3.16), we have for all t, y,

ρk(t, y) 6
C1

td/2

∫
Rd

e−
|x−y|2

2δ1t ρok(x)dx . ‖ρok‖L∞ , k = 0, 1. (4.10)

Note that ρk solves the following Fokker-Planck equation in the distributional sense:

∂tρk = ∂i∂j(aijρk) + div(bkρk), k = 0, 1,

where a = σσ∗/2 and we use the Einstein convention for summation. Below we use the freezing
technique to show our result. Fix z ∈ Rd. For a function f , we set

τzf(x) := f(x+ z), `(t, x) := ρ0(t, x)− ρ1(t, x).

By the invariance of shifting the spatial variable x, we have

∂tτz` = ∂i∂j(τzaijτz`) + div(τzb0τz`) + div(τz(b0 − b1)τzρ1)
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= aij(t, z)∂i∂jτz`+ ∂i∂j((τzaij − aij(t, z))τz`)
+ div(τzb0τz`) + div(τz(b0 − b1)τzρ1).

By Duhamel’s formula we have

τz`(t, x) = P z0,tτz`(0, x) +

∫ t

0

P zs,t(∂i∂j((τzaij − aij(s, z))τz`))(s, x)ds

+

∫ t

0

P zs,tdiv(τzb0τz`)(s, x)ds+

∫ t

0

P zs,tdiv(τz(b0 − b1)τzρ1)(s, x)ds.

By (1.13) and Lemma 4.6 we have

|τz`(t, 0)| . |P z0,tτz`(0, 0)|+
∫ t

0

(t− s)
γ0
2 −1‖τz`‖L∞ds

+

d∑
i=1

∫ t

0

(t− s)−
1
2 (1+| 1

pi
|)|||τzbi0τz`|||L̃pixids

+

d∑
i=1

∫ t

0

(t− s)−
1
2 (1+| 1

pi
|)|||τz(bi0 − bi1)τzρ1|||L̃pixids.

Noting that

|||τzbi0τz`|||L̃pixi 6 |||τzb
i
0|||L̃pixi ‖τz`‖L∞ 6 κ1‖`‖L∞ ,

and by (4.10),

|||τz(bi0 − bi1)τzρ1|||L̃pixi 6 |||τz(b
i
0 − bi1)|||L̃pixi ‖τzρ1‖L∞

= |||bi0 − bi1|||L̃pixi ‖ρ1‖L∞ . |||bi0 − bi1|||L̃pixi ‖ρ
o
1‖L∞ ,

we further have

‖`(t)‖L∞ = sup
z
|τz`(t, 0)| . ‖`(0)‖L∞ +

∫ t

0

(t− s)
γ0
2 −1‖`(s)‖L∞ds

+

d∑
i=1

∫ t

0

(t− s)−
1
2 (1+| 1

pi
|)‖`(s)‖L∞ds

+

d∑
i=1

∫ t

0

(t− s)−
1
2 (1+| 1

pi
|)|||bi0 − bi1|||L̃pixids.

By Gronwall’s inequality of Volterra’s type (see [47, Lemma 2.2]), we obtain the desired estimate.
�

4.3. Well-posedness of dDDSDEs. Now we are ready to prove the main result of this section.

Theorem 4.8. (Weak well-posedness) Suppose that (1.13) holds and for any T > 0 and i =
1, · · · , d, there are indices (qi,pi) ∈ I o and xi ∈X such that

sup
µ∈C([0,T ];P(Rd))

||| sup
r>0
|bi(·, ·, r, µ·)||||L̃qiT (L̃pixi )

6 κ1, (4.11)

and for some hi ∈ LqiT (L̃pixi) and for all t, x ∈ [0, T ]× Rd, r, r′ > 0 and µ, ν ∈ P(Rd),

|bi(t, x, r, µ)− bi(t, x, r′, ν)| 6 hi(t, x)
(
|r − r′|+ ‖µ− ν‖var

)
. (4.12)

Then for any probability measure µ0(dx) = ρ0(x)dx with ρ0 ∈ L∞, there is a unique weak solution
(X,W,U), or equivalently, a martingale solution to dDDSDE (4.1) with initial distribution µ0.
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Proof. We divide the proof into three steps.
(Step 1). Let µ0

t ≡ µ0 for any t > 0. We consider the following Picard iteration: for n ∈ N,

dXn
t = bn(t,Xn

t )dt+ σ(t,Xn
t )dWt, Xn

0

(d)
= µ0, (4.13)

where

bn(t, x) := b(t, x, ρn−1
t (x), µn−1

t ),

and

µn−1
t is the marginal distribution of Xn−1

t , which has a density ρn−1
t . (4.14)

By (4.11), one sees that for each i = 1, · · · , d,

sup
n
|||bin|||L̃qiT (L̃pixi )

6 κ1. (4.15)

Thus, by Theorem 3.5, for each n ∈ N, there is a unique weak solution (Xn,Wn,Un) to SDE
(4.13), where

Un := (Ωn,Fn,Pn; (Fn
t )t>0),

and for each t > 0, Xn
t admits a density ρnt satisfying the following estimate: for all (t, y) ∈

[0, T ]× Rd,

ρnt (y) 6
C1

td/2

∫
Rd

e−
|x−y|2
δ1t ρ0(x)dx . ‖ρ0‖∞. (4.16)

Moreover, for any T > 0, by (3.15), there is a constant C > 0 such that

sup
n

EPn |Xn
t −Xn

s |4 6 C|t− s|2, s, t ∈ [0, T ],

and by (3.18), for any (q0,p0) ∈ I2, there is a constant C > 0 such that for all f ∈ L̃q0T (L̃p0
x ),

sup
n

EPn

(∫ T

0

f(s,Xn
s )ds

)
6 C|||f |||L̃q0T (L̃p0

x ). (4.17)

In particular, by Kolmogorov’s criterion,

the laws Pn of Xn
· in CT are tight. (4.18)

(Step 2). For simplicity of notations, we write

Γn,m(t) := ‖ρnt − ρmt ‖L∞ + ‖ρnt − ρmt ‖L1 .

Noting that by (4.12) and (4.14),

|bin(s, x)− bim(s, x)| 6 hi(s, x)
(
|ρn−1
s (x)− ρm−1

s (x)|+ ‖µn−1
s − µm−1

s ‖var

)
6 hi(s, x)Γn−1,m−1(s),

we have

|||bin(s)− bim(s)|||L̃pixi 6 |||hi(s)|||L̃pixiΓn−1,m−1(s) =: `i(s)Γn−1,m−1(s). (4.19)

Since ( qi2 ,
pi
2 ) ∈ I2, by Lemma 4.5 and (4.17), (4.19), we have

H(µnt |µmt ) 6
1

2
EPm

(∫ t

0

|σ−1(s, ws)(bn(s, ws)− bm(s, ws))|2ds

)
6
‖σ−1‖2∞

2
EPm

(∫ t

0

|bn(s, ws)− bm(s, ws)|2ds

)
.

d∑
i=1

(∫ t

0

||||bin(s)− bim(s)|2|||qi/2
L̃pi/2
xi

ds

) 2
qi
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=

d∑
i=1

(∫ t

0

|||bin(s)− bim(s)|||qi
L̃pixi

ds

) 2
qi

.
d∑
i=1

(∫ t

0

`qii (s)Γqin−1,m−1(s)ds

) 2
qi

.

By Pinsker’s inequality (4.4), we get

‖ρnt − ρmt ‖L1 = ‖µnt − µmt ‖var .
d∑
i=1

(∫ t

0

`qii (s)Γqin−1,m−1(s)ds

) 1
qi

. (4.20)

On the other hand, by (4.9), (4.19) and Hölder’s inequality, for q′i = qi
qi−1 , we have

‖ρnt − ρmt ‖L∞ .
d∑
i=1

∫ t

0

(t− s)−
1
2 (1+| 1

pi
|)
`i(s)Γn−1,m−1(s)ds

.
d∑
i=1

(∫ t

0

(t− s)−
q′i
2 (1+| 1

pi
|)

ds

) 1
q′
i

(∫ t

0

`qii (s)Γqin−1,m−1(s)ds

) 1
qi

.
d∑
i=1

(∫ t

0

`qii (s)Γqin−1,m−1(s)ds

) 1
qi

,

which together with (4.20) yields

Γn,m(t) .
d∑
i=1

(∫ t

0

`qii (s)Γqin−1,m−1(s)ds

) 1
qi

.

Let q = q1 ∨ · · · ∨ qd. By Hölder’s inequality with respect to `qii (s)ds, we get

Γqn,m(t) .
d∑
i=1

(∫ t

0

`qii (s)Γqn−1,m−1(s)ds

)(∫ t

0

`qii (s)ds

) q
qi
−1

.
∫ t

0

d∑
i=1

`qii (s)Γqn−1,m−1(s)ds.

Therefore, by (4.16) and Fatou’s lemma,

lim
n,m→∞

Γqn,m(t) .
∫ t

0

d∑
i=1

`qii (s) lim
n,m→∞

Γqn−1,m−1(s)ds,

which implies by Gronwall’s inequality that for each t ∈ [0, T ],

lim
n,m→∞

(
‖ρnt − ρmt ‖L∞ + ‖ρnt − ρmt ‖L1

)
= lim
n,m→∞

Γqn,m(t) = 0. (4.21)

Now by (4.18), there is a subsequence nk such that as k →∞,

Pnk weakly converges to some P ∈ P(CT ),

and by (4.21), P ◦ w−1
t (dx) = µt(dx) = ρt(x)dx and for each t ∈ (0, T ],

lim
n→∞

(
‖ρnt − ρt‖L∞ + ‖ρnt − ρt‖L1

)
= 0. (4.22)
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(Step 3). In this step we show P ∈ Mσ,b
µ0

. More precisely, we want to show that for fixed

f ∈ C2
c (Rd), the process Mf

t defined by (4.2) is a Bt-martingale under P, that is, for any t0 < t1
and every bounded Bt0-measurable continuous function η,

E
(
(Mf

t1 −M
f
t0)η

)
= 0. (4.23)

Note that for each k ∈ N, by SDE (4.13) and Itô’s formula,

EPnk
(
(Mk

t1 −M
k
t0)η

)
= 0,

where

Mk
t := f(wt)− f(w0)−

∫ t

0

(
tr(ank · ∇2f) + bnk · ∇f

)
(s, ws)ds.

Since x 7→ ank(s, x) is continuous, to show (4.23), the key point is to prove the following:

lim
k→∞

EPnk

(
η

∫ t1

t0

bnk(s, ws) · ∇f(s, ws)ds

)
= E

(
η

∫ t1

t0

b(s, ws, ρs(ws), µs) · ∇f(s, ws)ds

)
,

which follows from:

lim
m→∞

sup
k

EPnk

(∫ t1

t0

|bnm(s, ws)− b(s, ws, ρs(ws), µs)|ds
)

= 0, (4.24)

together with

lim
k→∞

EPnk

(
η

∫ t1

t0

bnm(s, ws) · ∇f(ws)ds

)
= EP

(
η

∫ t1

t0

bnm(s, ws) · ∇f(ws)ds

)
(4.25)

for each m ∈ N. The first limit (4.24) follows by the Krylov estimates (4.17), (4.12) and (4.22).
For the second, let

bεnm(s, x) := bnm(s, ·) ∗ Γε(x), ε ∈ (0, 1),

where Γε is the mollifiers in (2.7). For each ε ∈ (0, 1), since x 7→ bεnm(s, x) is bounded continuous,
by the weak convergence of Pnk , we have

lim
k→∞

EPnk

(
η

∫ t1

t0

bεnm(s, ws) · ∇f(ws)ds

)
= EP

(
η

∫ t1

t0

bεnm(s, ws) · ∇f(ws)ds

)
. (4.26)

Moreover, for each m ∈ N and R > 0, by the Krylov estimate (4.17), we also have

lim
ε→0

sup
k

EPnk

(∫ t1

t0

|bεnm − bnm |(s, ws)|1|ws|6Rds

)
. lim
ε→0

d∑
i=1

‖(bεnm − bnm)i1BR0 ‖LqiT (Lpixi )
= 0,

(4.27)

and

lim
R→∞

sup
k,ε

EPnk

(∫ t1

t0

|bεnm − bnm |(s, ws)|1|ws|>Rds

)
= 0. (4.28)

Combining (4.26), (4.27) and (4.28), we obtain (4.25). Thus we complete the proof of existence.
On the other hand, by the same calculations as in (4.21), one can show that any two weak solutions
have the same marginal distribution. Then by Theorem 3.5, we get the weak uniqueness. �
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Remark 4.9. If b does not depend on the density variable r, then we can drop the assumption
µ0(dx) = ρ0(x)dx. In this case, we can only use (4.20) to show that µnt is a Cauchy sequence.
We note that a similar result has been shown in [44]. However, even in the non-mixed norm case,
the results in [44] do not cover our case since we are using the total variational norm in (4.12).
Moreover, our proofs are based on the Fokker-Planck equation, and Wang’s proofs are based on
the backward Kolmogorov equation.

Theorem 4.10. (Strong well-posedness) In addition to the assumptions in Theorem 4.8, we
also assume (1.14). Then there is a unique strong solution.

Proof. This is a direct consequence of Theorems 4.8 and 3.7. �

5. Weak convergence of propagation of chaos

Throughout this section we assume (Hσ) and (Hb). Let

XN
t := (XN,1

t , · · · , XN,N
t ), WN

t := (W 1, · · · ,WN ),

and for x = (x1, · · · , xN ), define

B(t,x) :=

F(t, x1,
1

N

N∑
j=1

φt(x
1, xj)

)
, · · · , F

(
t, xN ,

1

N

N∑
j=1

φt(x
N , xj)

) , (5.1)

and a (dN)× (dN)-matrix σ by

σ(t,x) := diagN (σ(t, x1), · · · , σ(t, xN )). (5.2)

Then the particle system (1.1) can be written as an SDE in RdN :

dXN
t = B(t,XN

t )dt+ σ(t,XN
t )dWN

t .

Noting that by (Hb),

|Bi(t,x)| 6 h(t, xi) +
κ1

N

N∑
j=1

|φt(xi, xj)|,

we have for ~p = (∞, · · · ,∞,p) ∈ [1,∞]dN and for xi = (· · · , xi−1, xi+1, · · · , xN , xi),

|||Bi|||LqT (L̃~pxi )
6 |||h|||LqT (L̃px) + κ1

[∫ T

0

sup
y∈Rd

|||φt(·, y)|||q
L̃px

dt

] 1
q

<∞.

Then, by Theorem 3.7, for any initial value XN
0 , there is a unique strong solution to the above

SDE. In particular, there is a measurable functional Φ : RdN × CNT → CNT such that

XN
t = Φ(XN

0 ,W
N
· )(t), t ∈ [0, T ]. (5.3)

5.1. Martingale approach. In this section we use the classical martingale approach to show the
following qualitative result of weak convergence.

Theorem 5.1. For any N ∈ N, let ξN1 , · · · , ξNN be N-random variables and µ0 ∈ P(Rd). Suppose
that the law of (ξN1 , · · · , ξNN ) is invariant under any permutation of {1, · · · , N}, and for any k 6 N ,

P ◦
(
ξN1 , · · · , ξNk

)−1 → µ⊗k0 , N →∞. (5.4)

Then for any k 6 N and T > 0,

P ◦
(
XN,1

[0,T ], · · · , X
N,k
[0,T ]

)−1 → µ⊗k[0,T ], N →∞, (5.5)

where µ[0,T ] is the law of the unique solution of dDDSDE (1.2) with initial distribution µ0 on CT .
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First of all, we use the partial Girsanov transform as used in [21, 43] to show some uniform Krylov

estimate for particle system (1.1). Let {W̃ i
t , i ∈ N} be a sequence of independent d-dimensional

standard Brownian motions. For each x ∈ Rd, let Zt(x) be the unique strong solution of the
following SDE starting from x:

dZt = σ
(
t, Zt

)
dW̃ 1

t , Z0 = x.

For each z = (z2, · · · , zN ) ∈ R(N−1)d, let ZNt (z) := ZNt := (ZN,2t , · · · , ZN,Nt ) be the unique strong
solution of the following SDE starting from z:

dZN,kt = b
(
t, ZN,kt , ηZNt

)
dt+ σ

(
t, ZN,kt

)
dW̃ k

t , ZN,k0 = zk,

where k = 2, · · · , N and

ηz(dy) :=
1

N

N∑
j=2

δzj (dy).

In particular, as Brownian functionals of W̃ 1 and (W̃ 2, · · · , W̃N ) respectively,

Z·(·) is independent of ZN· (·), (5.6)

and by the notion of strong solution of SDEs (see (5.3)),

X̃N,1
t := Zt(ξ

N
1 ), (X̃N,2

t , · · · , X̃N,N
t ) := ZNt (ξN2 , · · · , ξNN ) =: Y N

t , (5.7)

solves the following SDE:
dX̃N,1

t = σ
(
t, X̃N,1

t

)
dW̃ 1

t , X̃N,1
0 = ξN1 ,

and for each k = 2, · · · , N,

dX̃N,k
t = b

(
t, X̃N,k

t , ηY Nt

)
dt+ σ

(
t, X̃N,k

t

)
dW̃ k

t , X̃N,k
0 = ξNk ,

(5.8)

where

ηY Nt :=
1

N

N∑
j=2

δX̃N,jt
(dy).

Now let us define

ηX̃N
t

(dy) :=
1

N

N∑
j=1

δX̃N,jt
(dy), HN,1

t := σ
(
t, X̃N,1

t

)−1
b
(
t, X̃N,1

t , ηX̃N
t

)
,

and for k = 2, · · · , N ,

HN,k
t := σ

(
t, X̃N,k

t

)−1
[
b
(
t, X̃N,k

t , ηX̃N
t

)
− b
(
t, X̃N,k

t , ηY Nt

)]
.

By the above definition, we clearly have for each i = 1, · · · , N ,

dX̃N,i
t = b

(
t, X̃N,i

t , ηX̃N
t

)
dt+ σ

(
t, X̃N,i

t

)(
dW̃ i

t −H
N,i
t dt

)
. (5.9)

The following uniform estimate is the key step for performing the Girsanov transform to derive
the Krylov estimate for the particle system, whose proof strongly depends on the independence in
(5.6) and the strong uniqueness used in (5.8).

Lemma 5.2. For any γ, T > 0,

sup
N

E exp

{
γ

N∑
i=1

∫ T

0

|HN,i
t |2dt

}
<∞. (5.10)
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Proof. For x ∈ Rd and y = (y2, · · · , yN ) ∈ R(N−1)d, let us write ηy := 1
N

∑N
j=2 δyj and define

Γ1(t, x,y) := σ(t, x)−1b

(
t, x,

δx
N

+ ηy

)
,

and for k = 2, · · · , N ,

Γk(t, x,y) := σ(t, yk)−1

[
b

(
t, yk,

δx
N

+ ηy

)
− b

(
t, yk, ηy

)]
.

From the very definition, one sees that for each i = 1, · · · , N ,

HN,i
s = Γi

(
s, X̃N,1

s ,Y N
s

)
,

and by (5.7) and (5.6),

E exp

{
γ

N∑
i=1

∫ T

0

|HN,i
s |2ds

}
= E exp

{
γ

∫ T

0

N∑
i=1

|Γi
(
s, Zs(ξ

N
1 ),Y N

s

)
|2ds

}

= E

(
E exp

{
γ

∫ T

0

N∑
i=1

|Γi
(
s, Zs(x),ys

)
|2ds

}∣∣∣
(x,y·)=(ξN1 ,Y

N
· )

)

6 sup
x,y·

E exp

{
γ

∫ T

0

N∑
i=1

|Γi
(
s, Zs(x),ys

)
|2ds

}

= sup
x,y·

E exp

{
γ

∫ T

0

fy
(
s, Zs(x)

)
ds

}
, (5.11)

where for y = (ys)s∈[0,T ],

fy(s, x) :=

N∑
i=1

|Γi
(
s, x,ys

)
|2.

Note that by (1.15) and because φt(x, x) = 0,

|Γ1(t, x,y)| =

∣∣∣∣∣∣σ(t, x)−1F

t, x, 1

N

(
φt(x, x) +

N∑
j=2

|φt(x, yj)|
)∣∣∣∣∣∣

6 ‖σ−1‖∞

h(t, x) +
κ1

N

N∑
j=2

φt(x, y
j)

 ,

and

|Γk(t, x,y)| 6 κ1‖σ−1‖∞
N

|φt(yk, x)|,

and by (1.16), (∫ T

0

sup
y
|||Γ1(t, ·,y)|||q

L̃px
dt

)1/q

6 ‖σ−1‖∞(κ1 + κ2
1)

and (∫ T

0

sup
y
|||Γk(t, ·,y)|||q

L̃px
dt

)1/q

6
κ2

1‖σ−1‖∞
N − 1

.
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From these two estimates, by Minkowskii’s inequality, we derive(∫ T

0

sup
y
|||fy·(s, ·)|||

q/2

L̃p/2
x

dt

)2/q

6
N∑
i=1

(∫ T

0

sup
y
||||Γi(t, ·,y)|2|||q/2

L̃p/2
x

dt

)2/q

=

N∑
i=1

(∫ T

0

sup
y
|||Γi(t, ·,y)|||q

L̃px
dt

)2/q

6 ‖σ−1‖2∞
(

(κ1 + κ2
1)2 +

κ4
1

N

)
.

Thus, because ( q2 ,
p
2 ) ∈ I2, by (3.21) we have

sup
x,y

E exp

{
γ

∫ T

0

fy
(
s, Zs(x)

)
ds

}
6 C,

which together with (5.11) yields (5.10). �

Now if we define

EN
t := exp

{
N∑
i=1

∫ t

0

HN,i
s dW̃ i

s −
1

2

N∑
i=1

∫ t

0

|HN,i
s |2ds

}
,

then by (5.10) and Novikov’s criterion, t 7→ Zt is an exponential martingale and

EN
t = 1 +

N∑
i=1

∫ t

0

HN,i
s EN

s dW̃ i
s .

Thus, by Girsanov’s theorem,
(
W̃ i
t −

∫ t
0
HN,i
s ds

)i=1,··· ,N
t∈[0,T ]

are N -independent standard Brownian

motions under the new probability measure

Q := EN
T P.

Moreover, by (5.9) and the weak uniqueness for SDE (1.1), we have

Q ◦
(
X̃N

[0,T ]

)−1
= P ◦

(
XN

[0,T ]

)−1
, (5.12)

and for any γ ∈ R, by (5.10) it is standard to derive that

sup
N

E

(
sup
t∈[0,T ]

|EN
t |γ

)
<∞. (5.13)

From these, we can derive the following crucial Krylov estimate for the particle system.

Lemma 5.3. (i) The law of (XN,1
t )t∈[0,T ], N ∈ N, in CT is tight.

(ii) For any T > 0, (q,p) ∈ I2 and x ∈X , there is a constant C1 = C1(T,Θ) > 0 such that for

any f ∈ L̃qT (L̃px),

sup
N

E

(∫ T

0

f
(
t,XN,1

t

)
dt

)
6 C1|||f |||L̃qT (L̃px), (5.14)

and for any λ > 0 and β ∈ (0, 2− | 1p | −
2
q ), there is a C2 = C2(T,Θ, λ, β) > 0 such that for

any f ∈ L̃qT (L̃px),

sup
N

E exp

{
λ

∫ T

0

f
(
t,XN,1

t

)
dt

}
6 e

C2|||f |||2/βL̃q
T

(L̃px) . (5.15)
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(iii) Let p1,p2 ∈ (1,∞)d and let q ∈ (1,∞) with | 1
p1
| + | 1

p2
| + 2

q < 2 and x1,x2 ∈ X . Then for

any T > 0, it holds that for some C3 = C3(T,Θ) > 0,

sup
N

E

(∫ T

0

f
(
t,XN,1

t , XN,2
t

)
dt

)
6 C3|||f |||L̃qT (L̃p1

x1
(L̃p2

x2
)), (5.16)

where L̃qT (L̃p1
x1(L̃p2

x2)) is the localization of LqT (Lp1
x1 (Lp2

x2)) as in (2.5).

Proof. (i) By (5.12), Hölder’s inequality, (5.13) and (5.8), there is a constant C > 0 such that for
all 0 6 s < t 6 T and N ∈ N,

E|XN,1
t −XN,1

s |4 = E
(
EN
T |X̃

N,1
t − X̃N,1

s |4
)

6
(
E(EN

T )2
)1/2(E|X̃N,1

t − X̃N,1
s |8

)1/2
6 C|t− s|2,

which, together with (5.4), implies the tightness by Kolmogorov’s criterion.
(ii) Let γ > 1 be such that ( qγ ,

p
γ ) ∈ I2. By (5.12), Hölder’s inequality, (5.13) and (3.2), we

have

E

(∫ T

0

f(t,XN,1
t )dt

)
= E

(
EN
T

∫ T

0

f(t, X̃N,1
t )dt

)

6
[
E(EN

T )
γ
γ−1

]1−1/γ
[
E

(∫ T

0

|f(t, X̃N,1
t )|γdt

)]1/γ

6 C|||fγ |||1/γ
L̃q/γT (L̃p/γx )

= C|||f |||L̃qT (L̃px).

(5.15) follows by the same method and (3.21).
(iii) Let γ ∈ (1,mini(p1i, p2i) ∧ q) be such that | 1

p1/γ
| + | 1

p2/γ
| + 2

q/γ < 2. By (5.12), Hölder’s

inequality and (5.13), we have

E

(∫ T

0

f(t,XN,1
t , XN,2

t )dt

)
= E

(
EN
T

∫ T

0

f(t, X̃N,1
t , X̃N,2

t )dt

)

6
[
E(EN

T )
γ
γ−1

] γ−1
γ

[
E

(∫ T

0

|f(t, X̃N,1
t , X̃N,2

t )|γdt

)] 1
γ

. sup
x

[
E

(∫ T

0

|f(t, Zt(x), X̃N,2
t )|γdt

)] 1
γ

.

By | 1
p1/γ
| + | 1

p2/γ
| + 2

q/γ < 2, one can choose q1, q2 > γ so that 1
q1/γ

+ 1
q2/γ

= 1 + 1
q/γ and

(qi/γ,pi/γ) ∈ I2, i = 1, 2. Since Z·(x) and X̃N,2 are independent by (5.6) and (5.7), and satisfy
the Krylov estimate (5.14), the desired estimate now follows by using [37, Lemma 2.6]. �

In the following, in order to take weak limits, we need to mollify the coefficients. For ε ∈ (0, 1)
and k ∈ N, we define

bε,k(t, x, µ) := Fε(t, x, (φ
k
t ~ µ)(x)), (5.17)

where

Fε(t, x, r) := (−ε−1) ∨
(
(F (t, ·, r) ∗ Γε)(x)

)
∧ ε−1

and

φkt (x, y) := (−k) ∨
(
(φt ∗ Γ1/k)(x, y)

)
∧ k.
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We have the following properties for the above approximation.

Lemma 5.4. (i) bε,k ∈ L∞T (Cb(Rd × P(Rd))) and

|bε,k(t, x, µ)| 6 ht ∗ Γε(x) + κ0(φkt ~ µ) ∗ Γε(x)

and

|b− bε,k|
(
t, x, µ

)
6 sup
|r|6k

|Fε − F |(t, x, r) + κ0|(φkt − φt)⊗ µ|(x).

(ii) For any T > 0,

lim
k→∞

lim
ε→0

sup
N

E

(∫ T

0

|b− bε,k|
(
s,XN,1

s , ηXN
s

)
ds

)
= 0. (5.18)

Proof. (i) is obvious by definition and the assumptions. We now show (ii). Note that

|b− bε,k|
(
s,XN,1

s , ηXN
s

)
6 sup
|r|6k

|Fε − F |(s,XN,1
s , r) +

κ0

N

N∑
j=1

|φks − φs|(XN,1
s , XN,j

s ). (5.19)

We first show that for fixed r ∈ Rm,

lim
ε→0

sup
N

E

(∫ T

0

|Fε − F |(s,XN,1
s , r)ds

)
= 0. (5.20)

Let R > 0. Since ( q2 ,
p
2 ) ∈ I2 and |||F (·, r)|||2

L̃qT (L̃px)
<∞ by (1.15) and (1.16), by Hölder’s inequality

and (5.14), (2.8), we have

E

(∫ T

0

|Fε − F |(s,XN,1
s , r)1|XN,1s |>Rds

)

6

[
E

(∫ T

0

|Fε − F |2(s,XN,1
s , r)ds

)] 1
2
[∫ T

0

P(|XN,1
s | > R)ds

] 1
2

. ||||Fε − F |2(·, r)|||1/2
L̃q/2T (L̃p/2x )

[∫ T

0

(
P
(
|XN,1

s −XN,1
0 | > R

2

)
+ P

(
|XN,1

0 | > R
2

))
ds

] 1
2

. |||F (·, r)|||L̃qT (L̃px)

[∫ T

0

(
E|XN,1

s −XN,1
0 |

R
+ P

(
|XN,1

0 | > R
2

))
ds

] 1
2

. |||F (·, r)|||L̃qT (L̃px)

[
C

R
+ P

(
|ξN1 | > R

2

)] 1
2

→ 0, R→∞. (5.21)

On the other hand, for each R > 0, by (5.14) again, we have

E

(∫ T

0

|Fε − F |(s,XN,1
s , r)1|XN,1s |6Rds

)
. |||(Fε − F )(·, r)1BR |||L̃qT (L̃px)

(2.9)

→ 0, ε→ 0,

which together with (5.21) yields (5.20).
Since |Fε(t, x, r) − Fε(t, x, r′)| 6 κ0|r − r′|, by (5.20) and a finite covering technique, for each

k ∈ N, we further have

lim
ε→0

sup
N

E

(∫ T

0

sup
|r|6k

|Fε − F |(s,XN,1
s , r)ds

)
= 0. (5.22)
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Indeed, for any given δ > 0, one can find M -balls in Rm with centers in {ri, i = 1, · · · ,M} and
radius δ such that {

r : |r| 6 k
}
⊂ ∪i=1,··· ,MBδ(ri).

Thus,

E

(∫ T

0

sup
|r|6k

|Fε − F |(s,XN,1
s , r)ds

)
6

M∑
i=1

E

(∫ T

0

|Fε − F |(s,XN,1
s , ri)ds

)
+ κ0δ.

By (5.20) and firstly letting ε→ 0 and then δ → 0, we get (5.22).
Moreover, for j 6= 1, since

E

(∫ T

0

|φks − φs|(XN,1
s , XN,j

s )ds

)
= E

(∫ T

0

|φks − φs|(XN,1
s , XN,2

s )ds

)
,

as in proving (5.20) and by (1.16) and (5.16), we also have

lim
k→∞

sup
N

E

(∫ T

0

|φks − φs|(XN,1
s , XN,2

s )ds

)
= 0,

and because φs(x, x) = 0 and (5.14),

lim
k→∞

sup
N

E

(∫ T

0

|φks |(XN,1
s , XN,1

s )ds

)
= 0.

Hence,

lim
k→∞

sup
N

sup
j=1,··· ,N

E

(∫ T

0

|φks − φs|(XN,1
s , XN,j

s )ds

)
= 0,

which together with (5.22) and (5.19) yields (5.18). �

Now we are ready to give the

Proof of Theorem 5.1. Consider the following random measure with values in P(CT ),

ω → ΠN (ω,dw) :=
1

N

N∑
i=1

δXN,i· (ω)(dw).

By (i) of Lemma 5.3 and [42, (ii) of Proposition 2.2], the laws of ΠN , N ∈ N, are tight in
P(P(CT )). Without loss of generality, we assume that the laws of ΠN weakly converge to some
Π∞ ∈ P(P(CT )). By (5.14) and (5.16), it is standard to derive that for any (q,p) ∈ I2 and

f ∈ L̃qT (L̃px) (see [46, Remark 3.4]),∣∣∣∣∣
∫
P(CT )

∫
CT

(∫ T

0

f(s, ws)ds

)
ν(dw)Π∞(dν)

∣∣∣∣∣ 6 C|||f |||L̃qT (L̃px), (5.23)

and for any p1,p2 ∈ (1,∞)d and q ∈ (1,∞) with | 1
p1
| + | 1

p2
| + 2

q < 2, and x1,x2 ∈ X , f ∈
L̃qT (L̃p1

x1(L̃p2
x2)),∣∣∣∣∣

∫
P(CT )

∫
CT

∫
CT

(∫ T

0

f(s, ws, w
′
s)ds

)
ν(dw′)ν(dw)Π∞(dν)

∣∣∣∣∣ 6 C|||f |||L̃qT (L̃p1
x1

(L̃p2
x2

)). (5.24)

Our aim below is to show that Π∞ is a Dirac measure, i.e.,

Π∞(dν) = δµ(dν), Π∞ − a.s.,
where µ ∈Mσ,b

µ0
is the unique martingale solution of dDDSDE with initial distribution µ0.
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We divide the proofs into two steps.
(Step 1) For given f ∈ C2

0 (Rd) and ν ∈ P(CT ), we define a functional on CT by

Mσ,b
f,ν (t, w) := f(wt)− f(w0)−

∫ t

0

L σ,b
ν f(s, ws)ds, t ∈ [0, T ],

where

L σ,b
ν f(s, x) := 1

2 tr(σσ∗ · ∇2f)(s, x) + b(s, x, νs) · ∇f(x),

and

νs := ν ◦ w−1
s is the marginal distribution of ν at time s.

Fix n ∈ N. For given g ∈ C0(Rnd) and 0 6 s1 < · · · < sn 6 s, we also introduce a functional Ξgf
on P(CT ) by

Ξgf (ν) :=

∫
CT

(
Mσ,b
f,ν (t, w)−Mσ,b

f,ν (s, w)
)
g(ws1 , · · · , wsn)ν(dw).

In particular,

Ξgf (ΠN ) =
1

N

N∑
i=1

(
Mσ,b
f,ΠN

(t,XN,i
· )−Mσ,b

f,ΠN
(s,XN,i

· )
)
g
(
XN,i
s1 , · · · , XN,i

sn

)
(5.25)

and

ΠN ◦ w−1
s = ηXN

s
.

Noting that by Itô’s formula,

Mσ,b
f,ΠN

(t,XN,i
· ) = f(XN,i

t )− f(XN,i
0 )−

∫ t

0

L σ,b
ΠN
f(s,XN,i

s )ds =

∫ t

0

(σ∗ · ∇f)
(
s,XN,i

s

)
dW i

s ,

by (5.25) and the Itô isometry for stochastic integrals, we have

E|Ξgf (ΠN )|2 =
1

N2
E

∣∣∣∣∣
N∑
i=1

∫ t

s

(σ∗ · ∇f)
(
r,XN,i

r

)
g
(
XN,i
s1 , · · · , XN,i

sn

)
dW i

r

∣∣∣∣∣
2

=
1

N2

N∑
i=1

∫ t

s

E
∣∣(σ∗ · ∇f)

(
r,XN,i

r

)
g
(
XN,i
s1 , · · · , XN,i

sn

)∣∣2dr

6
1

N
(t− s)‖σ∗ · ∇f‖2∞‖g‖2∞. (5.26)

Suppose that we have proven

lim
N→∞

E|Ξgf (ΠN )| =
∫
P(CT )

|Ξgf (ν)|Π∞(dν). (5.27)

Then by (5.26) and (5.27), for each f ∈ C2
0 (Rd) and n ∈ N, g ∈ C0(Rnd),∫

P(CT )

|Ξgf (ν)|Π∞(dν) = 0⇒ Ξgf (ν) = 0 for Π∞-a.s. ν ∈ P(CT ).

Since C2
0 (Rd) and C0(Rnd) are separable, one can find a common Π∞-null set N ⊂ P(CT ) such

that for all ν /∈ N and for all 0 6 s < t 6 T , f ∈ C2
0 (Rd) and n ∈ N, g ∈ C0(Rnd),

Ξgf (ν) =

∫
CT

(
Mσ,b
f,ν (t, w)−Mσ,b

f,ν (s, w)
)
g(ws1 , · · · , wsn)ν(dw) = 0.

Moreover, by (5.4) and (1.9), we also have

Π∞{ν ∈ P(CT ) : ν0 = µ0} = 1.
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Hence, for Π∞-almost all ν,

ν ∈Mσ,b
µ0
.

SinceMσ,b
µ0

only contains one point by uniqueness (see Theorem 4.8), all the points ν /∈ N are the
same. Hence, ΠN weakly converges to a one-point measure. By [42, (ii) of Proposition 2.2], we
conclude (5.5). Thus it remains to show (5.27).

(Step 2) Let bε,k be defined by (5.17) and define

Ξε,k(ν) :=

∫
CT

(
M

σ,bε,k
f,ν (t, w)−Mσ,bε,k

f,ν (s, w)
)
g(ws1 , · · · , wsn)ν(dw).

By bε,k ∈ L∞T (Cb(Rd × P(Rd))), we have

Ξε,k ∈ Cb(P(CT )), ∀ε > 0, k ∈ N. (5.28)

Indeed, note that

Ξε,k(ν) =

∫
CT

(
f(wt)− f(ws) +

1

2

∫ t

s

tr(σσ∗ · ∇2f)(r, wr)dr

)
g(ws1 , · · · , wsn)ν(dw)

+

∫
CT

(∫ t

s

(bε,k · ∇f)(r, wr, νr)dr

)
g(ws1 , · · · , wsn)ν(dw) =: Ξ

(1)
ε,k(ν) + Ξ

(2)
ε,k(ν).

Since f ∈ C2
b and σ, g are bounded continuous, we have Ξ

(1)
ε,k ∈ Cb(P(CT )). For Ξ

(2)
ε,k, since it is a

non-linear functional of ν, we have to take some care for the continuity of ν 7→ Ξ
(2)
ε,k(ν). Suppose

that νm ∈ P(CT ) weakly converges to ν ∈ P(CT ). By definition, we have

|Ξ(2)
ε,k(νm)− Ξ

(2)
ε,k(ν)| 6

∣∣∣∣∫
CT

(∫ t

s

(bε,k · ∇f)(r, wr, νr)dr

)
g(ws1 , · · · , wsn)(νm − ν)(dw)

∣∣∣∣
+ κ0‖∇f‖∞‖g‖∞

∫
CT

(∫ t

s

|φkr ⊗ (νm − ν)r|(wr)dr
)
νm(dw) =: I(1)

m + I(2)
m ,

where we have used that

|Fε(r, x, s1)− Fε(r, x, s2)| 6 κ0|s1 − s2|.

For I
(1)
m , we clearly have

lim
m→∞

I(1)
m = 0.

For I
(2)
m , by the dominated convergence theorem, it suffices to show that for each r ∈ [s, t],

lim
m→∞

∫
CT
|φkr ⊗ (νm − ν)r|(wr)νm(dw) = 0,

which follows by noting that (see the proof of (5.22))

lim
m→∞

|φkr ⊗ (νm − ν)r|(x) = 0, x ∈ Rd,

and

lim
|x−y|→0

sup
m
|(φkr ⊗ νm,r)(x)− (φkr ⊗ νm,r)(y)| = 0.

Thus we get (5.28), and so,

lim
N→∞

E|Ξε,k(ΠN )| =
∫
P(CT )

|Ξε,k(ν)|Π∞(dν).
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On the other hand, we note that

Ξε,k(ν)− Ξgf (ν) =

∫
CT

(∫ t

s

(b− bε,k)(r, wr, νr) · ∇f(wr)dr

)
g(ws1 , · · · , wsn)ν(dw),

and

Ξε,k(ΠN )− Ξgf (ΠN ) =
1

N

N∑
i=1

(∫ t

s

((b− bε,k) · ∇f)
(
r,XN,i

r , ηXN
r

)
dr

)
g
(
XN,i
s1 , · · · , XN,i

sn

)
.

By (5.18), we have

lim
k→∞

lim
ε→0

sup
N

E|Ξε,k(ΠN )− Ξgf (ΠN )|

6 ‖∇f‖∞‖g‖∞ lim
k→∞

lim
ε→0

sup
N

E
(∫ t

s

|b− bε,k|
(
r,XN,1

r , ηXN
r

)
dr

)
= 0,

and by (5.23) and (5.24), as in showing (5.18),

lim
k→∞

lim
ε→0

∫
P(CT )

|Ξε,k(ν)− Ξgf (ν)|Π∞(dν)

6 ‖∇f‖∞‖g‖∞ lim
k→∞

lim
ε→0

∫
P(CT )

∫
CT

(∫ T

0

|b− bε,k|(s, ws, νs)ds

)
ν(dw)Π∞(dν) = 0.

Thus we obtain (5.27) and the proof is complete. �

5.2. Entropy method. In this section we recall the entropy method used in [20] to show a
quantitative result for weak convergence when the interaction kernel is bounded measurable, which
is essentially contained in [20]. For the completeness of the paper, we provide a detailed proof. We
first prepare the following lemma.

Lemma 5.5. Let φ : Rd × Rd → R be a bounded measurable function with φ(x, x) = 0 and
ξ := (ξ1, · · · , ξN ) be a sequence of independent identical distributed random variables. Set

φ̄(x, y) := φ(x, y)− (φ~ µ)(x).

Then for any λ 6 1
16e2‖φ‖2∞

,

EeλN |(φ̄~ηξ)(ξ1)|2 6 6,

where ηξ(dy) := 1
N

∑N
i=1 δξi(dy).

Proof. Note that by Taylor’s expansion,

eλN |(φ̄~ηξ)(ξ1)|2 =

∞∑
m=0

λmNm

m!
|(φ̄~ ηξ)(ξ1)|2m =

∞∑
m=0

λm

m!Nm

∣∣∣ N∑
j=1

φ̄(ξ1, ξj)
∣∣∣2m

6
∞∑
m=0

λm

m!Nm
22m

(
|φ̄(ξ1, ξ1)|2m +

∣∣∣ N∑
j=2

φ̄(ξ1, ξj)
∣∣∣2m)

6
∞∑
m=0

(4λ)m

m!Nm

‖φ̄‖2m∞ +

N∑
j1,··· ,j2m=2

φ̄(ξ1, ξj1) · · · φ̄(ξ1, ξj2m)

 .

Let J be the set of all indices (j1, · · · , j2m) ∈ {2, · · · , N}2m such that there is at least one index
jk different from all others. Since for j ∈ {2, · · · , N} and x ∈ Rd,

Eφ̄(x, ξj) = 0,
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by the independence of the components of ξ, we have for any (j1, · · · , j2m) ∈ J,

E
[
φ̄(ξ1, ξj1) · · · φ̄(ξ1, ξj2m)

]
= E

[
E
[
φ̄(x, ξj1) · · · φ̄(x, ξj2m)

]
|x=ξ1

]
= 0.

Hence,

EeλN |(φ̄~ηξ)(ξ1)|2 6
∞∑
m=0

(4λ)m

m!Nm
‖φ̄‖2m∞ (1 + ]Jc),

where ]Jc stands for the cardinality of the complement set Jc.
Suppose 2m 6 N . It is easy to see that (j1, · · · , j2m) ∈ Jc if and only if each jk appears at least

twice and there are at most m-distinct jk. Thus one has

Jc = ∪mn=1Jn,

where Jn is the set of (j1, · · · , j2m) such that each jk appears at least twice and exactly n-integers
appear. Clearly, by Stirling’s formula nn 6 enn! 6 e2nnn, we have

]Jn 6

(
N − 1
n

)
n2m =

(N − 1)n

n!
n2m 6

en(N − 1)n

nn
n2m 6 (Ne)nnm.

Thus, for 2m 6 N ,

]Jc 6
m∑
n=1

(Ne)nnm 6 2(Ne)mmm 6 2(Ne)memm!.

Moreover, for 2m > N , we obviously have

]Jc 6 N2m 6 Nm(2m)m 6 Nm(2e)mm!.

So, for λ 6 1
16e2‖φ‖2∞

,

EeλN |(φ̄~ηξ)(ξ1)|2 6
∞∑
m=0

(4λ)m‖φ̄‖2m∞
( 1

m!Nm
+ (2e)m

)
6 2

∞∑
m=0

2−m = 6.

The proof is complete. �

Now we can use the entropy formula in Lemma 4.5 to show the following result.

Theorem 5.6. Suppose that (Hσ) and (Hb) hold and φ is bounded measurable. Let µNt be the
law of XN

t in RdN and µt be the law of Xt in Rd. Then there is a constant C = C(κ0, κ1) > 0
independent of φ such that for any t > 0,

H
(
µNt |µ⊗Nt

)
6 eC‖φ‖

2
∞t
(
H
(
µN0 |µ⊗N0

)
+ C‖φ‖2∞t

)
.

Proof. Let ηws := 1
N

∑N
i=1 δwis and B,σ be defined by (5.1) and (5.2), respectively. By Lemma

4.5 and (1.15), we have

H
(
µNt |µ⊗Nt

)
6 H

(
µN0 |µ⊗N0

)
+

1

2

∫ t

0

Eµ
N
s |σ(s,ws)

−1(B(s,ws, µs)−B(s,ws, ηws))|2ds

6 H
(
µN0 |µ⊗N0

)
+
κ0

2

∫ t

0

Eµ
N
s |B(s,ws, µs)−B(s,ws, ηws)|2ds

6 H
(
µN0 |µ⊗N0

)
+
κ0κ1

2

N∑
i=1

∫ t

0

Eµ
N
s |(φs ~ µs)(wis)− (φs ~ ηws)(w

i
s)|2ds

= H
(
µN0 |µ⊗N0

)
+
κ0κ1

2

∫ t

0

NEµ
N
s |(φ̄s ~ ηws)(w1

s)|2ds.
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Now by the variational representation (4.6) and Lemma 5.5 with λ = 1
16e2‖φ‖2∞

, we further have

H
(
µNt |µ⊗Nt

)
6 H

(
µN0 |µ⊗N0

)
+
κ0κ1

2λ

∫ t

0

[
H
(
µNs |µ⊗Ns

)
+ lnEµ

⊗N
s eλN |(φ̄s~ηws )(w1

s)|2
]
ds

6 H
(
µN0 |µ⊗N0

)
+ C‖φ‖2∞

∫ t

0

[
H
(
µNs |µ⊗Ns

)
+ ln 6

]
ds,

which yields the desired estimate by Gronwall’s inequality. �

Remark 5.7. By the Pinsker inequalities (4.4) and (4.7), we have for any k 6 N ,

‖µN,kt − µ⊗kt ‖var 6
√

2H
(
µN,kt |µ⊗kt

)
6

√
eC‖φ‖

2
∞tk

N

(
H
(
µN0 |µ⊗N0

)
+ C‖φ‖2∞t

)
.

Note that when F (t, x, r) = r is linear and H
(
µN,kt |µ⊗kt

)
6 C0k

2/N2, by a delicate analysis of the
BBGKY hierarchy, the following sharp estimate is obtained by Lacker (see Theorem 2.10 of [27]):

‖µN,kt − µ⊗kt ‖var 6
√

2H
(
µN,kt |µ⊗kt

)
6 Ck/N.

6. From weak convergence to strong convergence: Proof of Theorem 1.1

In this section we show how to use the previous weak convergence result to derive the strong
convergence of the particle system. The following lemma is the key point.

Lemma 6.1. Let φ : R+ × Rd × Rd → R be a measurable function. Set

φ̄t(x, y) := φt(x, y)− (φt ~ µXt)(x).

(i) If φ is bounded measurable, then there is a constant C = C(κ0, κ1) > 0 such that for all t > 0,

E|(φ̄t ~ ηXN
t

)(XN,1
t )|2 6 C‖φ‖2∞eC‖φ‖

2
∞t
(
H
(
µN0 |µ⊗N0

)
+ 1
)
/N. (6.1)

(ii) If φ satisfies (1.16), then for any T > 0,

lim
N→∞

E

(∫ T

0

|(φ̄t ~ ηXN
t

)(XN,1
t )|2dt

)
= 0. (6.2)

Proof. (i) By the variational representation (4.6), for any ε > 0, we have

εNE|(φ̄t ~ ηXN
t

)(XN,1
t )|2 = εNEµ

N
t |φ̄t(w1

t , ηwt)|2 6 H(µNt |µ⊗Nt ) + logEµ
⊗N
t eεN |φ̄t(w

1
t ,ηwt )|

2

,

which in turn implies (6.1) by Lemma 5.5 with ε = 1
16e2‖φ‖2∞

and Theorem 5.6.

(ii) By definition we have

E

(∫ T

0

|(φ̄t ~ ηXN
t

)(XN,1
t )|2dt

)
=

1

N2

N∑
j,k=1

E

(∫ T

0

Γt
(
XN,1
t , XN,j

t , XN,k
t

)
dt

)
, (6.3)

where
Γt(x, y, z) := φ̄t(x, y)φ̄t(x, z).

Let φεt (x, y) := (φt ∗ Γε)(x, y) be the mollifying approximation of φt and

φ̄εt (x, y) := φεt (x, y)− (φεt ~ µXt)(x),

and
Γεt (x, y, z) := φ̄εt (x, y)φ̄εt (x, z).

Noting that

(Γt − Γεt )(x, y, z) = (φ̄t − φ̄εt )(x, y)φ̄εt (x, z) + φ̄t(x, y)(φ̄t − φ̄εt )(x, z),
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by Hölder’s inequality, we have

INj,k(ε) :=

∣∣∣∣∣E
(∫ T

0

(Γt − Γεt )
(
XN,1
t , XN,j

t , XN,k
t

)
dt

)∣∣∣∣∣
6

(
E
∫ T

0

(φ̄t − φ̄εt )2
(
XN,1
t , XN,j

t

)
dt

)1/2(
E
∫ T

0

φ̄εt
(
XN,1
t , XN,k

t

)2
dt

)1/2

+

(
E
∫ T

0

φ̄t
(
XN,1
t , XN,j

t

)2
dt

)1/2(
E
∫ T

0

(φ̄t − φ̄εt )2
(
XN,1
t , XN,k

t

)
dt

)1/2

.

Using the Krylov estimate (5.16) and as in showing (5.20), we get

lim
ε→0

sup
N

sup
j,k

INj,k(ε) = 0. (6.4)

On the other hand, for fixed ε, by (5.5) we have

lim
N→∞

sup
j 6=k 6=1

E

(∫ T

0

Γεt
(
XN,1
t , XN,j

t , XN,k
t

)
dt

)

= lim
N→∞

E

(∫ T

0

Γεt
(
XN,1
t , XN,2

t , XN,3
t

)
dt

)

= E

(∫ T

0

Γεt
(
X1
t , X

2
t , X

3
t

)
dt

)
= 0, (6.5)

where the last step is due to the fact that

EΓεt
(
X1
t , X

2
t , X

3
t

)
= E

[
Eφ̄εt (x,X2

t )Eφ̄εt (x,X3
t );x = X1

t

]
= 0.

Thus by (6.4) and (6.5),

lim
N→∞

sup
j 6=k 6=1

E

(∫ T

0

Γt(X
N,1
t , XN,j

t , XN,k
t

)
dt

)
= 0. (6.6)

Moreover, by the Krylov estimate (5.16) we also have

sup
j,k

E

(∫ T

0

Γt
(
XN,1
t , XN,j

t , XN,k
t

)
dt

)

6 sup
j,k

E

(∫ T

0

φ̄t
(
XN,1
t , XN,j

t

)2
dt

) 1
2

E

(∫ T

0

φ̄t
(
XN,1
t , XN,k

t

)2
dt

) 1
2

= sup
j

E

(∫ T

0

φ̄t
(
XN,1
t , XN,j

t

)2
dt

)
<∞. (6.7)

By (6.3), (6.6) and (6.7), we obtain (6.2). �

Now we can give the

Proof of Theorem 1.1. Let Xt be the unique strong solution of dDDSDE (1.2) starting from X0

(see Theorem 4.8). Define

b̄(t, x) := b(t, x, µXt) = F (t, x, (φt ~ µXt)(x)).
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By (Hb), it is easy to see that

[ := |||b̄|||LqT (L̃px) <∞.
Consider the following backward PDE

∂tu + 1
2 tr(σσ∗ · ∇2u) + b̄ · ∇u− λu + b̄ = 0, u(T ) = 0.

By reversing the time variable and Theorem 2.9, there is a unique solution u satisfying the following
estimate: for any β ∈ (0, ϑ), where ϑ := 1−| 1p |−

2
q , there is a constant C0 = C0(T, κ0, d,p, q, β) > 1

such that for all λ > C0[
2/ϑ,

λ
1
2 (ϑ−β)‖u‖L∞T (C1+β) + |||∇2u|||L̃qT (L̃px) 6 C0[. (6.8)

In particular, one can choose λ = (2C0[)
2/ϑ so that

‖∇u‖L∞T 6
1
2 . (6.9)

Now if we define

Φ(t, x) := x+ u(t, x),

then for each t,

x 7→ Φ(t, x) is a C1-diffeomorphism on Rd,
and

‖∇Φ‖L∞T + ‖∇Φ−1‖L∞T 6 2. (6.10)

Define

Yt := Φ(t,Xt), Y N,1t := Φ(t,XN,1
t ).

By Itô’s formula (see the proof in Lemma 3.3), we have

dYt = λu(t,Xt)dt+ σ̃(t,Xt)dW
1
t

and

dY N,1t = λu(t,XN,1
t )dt+

(
B · ∇u

)(
t,XN,1

t

)
dt+ σ̃(t,XN,1

t )dW 1
t ,

where σ̃ := σ∗∇Φ and

B(t, x) := b(t, x, ηXN
t

)− b(t, x, µXt).
In particular, we have

Y N,1t − Yt = Φ(0, XN,1
0 )− Φ(0, X0) + λ

∫ t

0

[
u(s,XN,1

s )− u(s,Xs)
]
ds

+

∫ t

0

(
B · ∇u

)(
s,XN,1

s

)
ds+

∫ t

0

[
σ̃(s,XN,1

s )− σ̃(s,Xs)
]
dW 1

s .

By Itô’s formula and (6.9), (6.10), we further have

|Y N,1t − Yt|2 6 4|XN,1
0 −X0|2 +

∫ t

0

|Y N,1s − Ys|
(
λ|XN,1

s −Xs|+ |B
(
s,XN,1

s

)
|
)
ds

+

∫ t

0

|σ̃(s,XN,1
s )− σ̃(s,Xs)|2ds+Mt,

(6.11)

where Mt is a continuous local martingale. Note that by (2.10),

|σ̃(s,XN,1
s )− σ̃(s,Xs)|2 6 2`N,0(s)|XN,1

s −Xs|2,

where

`N,λ(s) :=M|∇σ̃(s, ·)|2(XN,1
s ) +M|∇σ̃(s, ·)|2(Xs) + ‖σ̃‖2∞ + λ+ 1.
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Thus, by (6.11) and (6.10) we have

|XN,1
t −Xt|2 6 C

(
|XN,1

0 −X0|2 +

∫ t

0

`N,λ(s)|XN,1
s −Xs|2ds

+

∫ t

0

|B
(
s,XN,1

s

)
|2ds

)
+Mt,

(6.12)

where C > 0 is an absolute constant. By the chain rule, we have

M|∇σ̃|2 6 4M|∇σ|2 + ‖σ‖2∞M|∇2u|2.

By (2.11) and (1.14), we have

|||M|∇σ|2|||Lq0/2

T (L̃p0/2
x )

. ||||∇σ|2|||Lq0/2

T (L̃p0/2
x )

= |||∇σ|||2Lq0T (L̃p0
x )
6 κ0,

and by (6.8),

|||M|∇2u|2|||Lq/2T (L̃p/2x )
. ||||∇2u|2|||Lq/2T (L̃p/2

x )
= |||∇2u|||2LqT (L̃px)

6 (C0[)
2.

Since ( q02 ,
p0

2 ), ( q2 ,
p
2 ) ∈ I2, by (5.15) and (3.21) we have for any γ > 0,

Aγ := sup
N

E exp

{
γ

∫ T

0

`N,λ(s)ds

}
<∞.

Thus by (6.12) and the stochastic Gronwall inequality (cf. [39] or [46, Lemma 3.7]), we get for any
γ ∈ (0, 1),

E

(
sup
t∈[0,T ]

|XN,1
t −Xt|2γ

)
6 CγA γ+1

γ−1

(
E|XN,1

0 −X0|2 + E
∫ T

0

|B
(
s,XN,1

s

)
|2ds

)γ
. (6.13)

Noting that by (1.15),

|B(t, x)| 6 κ1|(φt ~ ηXN
t

)(x)− (φt ~ µXt)(x)| = κ1|(φ̄t ~ ηXN
t

)(x)|,

where

φ̄t(x, y) := φt(x, y)− (φt ~ µXt)(x),

we further have for any γ ∈ (0, 1),

E

(
sup
t∈[0,T ]

|XN,1
t −Xt|2γ

)
6 CγA γ+1

γ−1

(
E|XN,1

0 −X0|2 + κ2
1E
∫ T

0

|(φ̄s ~ ηXN
s

)(XN,1
s )|2ds

)γ
.

Now, (i) follows by (6.2) and the above estimate.
(ii) When h and φ are bounded, by (1.15) one has

|b̄(t, x)| 6 ‖h‖∞ + κ1‖φ‖∞.

Thus for any δ > 2, one can choose q,p in (6.8) close to ∞ so that ϑ = 2
δ = 1− 2

q − |
1
p | and

[ := |||b̄|||LqT (L̃px) 6 C(1 + ‖φ‖∞).

By (5.15), (3.22) and for λ = (2C0[)
2/ϑ, we have

Aγ = sup
N

E exp

{
γ

∫ T

0

`N,λ(s)ds

}
6 CeC[

2/ϑ

6 CeC‖φ‖
2/ϑ
∞ .

Estimate (1.19) now follows by the above estimates and (6.1). �
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7. Moderate interacting particle system: Proof of Theorem 1.3

We consider the following McKean-Vlasov type approximation for density-dependent SDE (1.4):

dXε
t = F (t,Xε

t , (φε ∗ ρεt )(Xε
t ))dt+ σ(t,Xε

t )dW 1
t , X

ε
0 = X0,

where φε(x) = ε−dφ(x/ε), and φ is a bounded probability density function with support in the
unit ball, F is bounded measurable and ρεt is the density of Xε

t .
We first show the following lemma.

Lemma 7.1. For any T > 0, β ∈ (0, γ0) and γ ∈ (0, 1), there is a constant C = C(T, β, γ,Θ) > 0
such that for all ε ∈ (0, 1),

E

(
sup
t∈[0,T ]

|Xε
t −Xt|2γ

)
6 Cε2βγ .

Proof. Let Xt be the unique strong solution of DDSDE (1.4) starting from X0. Define

b̄(t, x) := F (t, x, ρt(x)).

By assumption we have

‖b̄‖L∞T 6 ‖F‖L∞T .
Consider the following backward PDE

∂tu + 1
2 tr(σσ∗ · ∇2u) + b̄ · ∇u− λu + b̄ = 0, u(T ) = 0.

As in the proof of Theorem 1.1 we construct a C1-diffeomorphism

Φ(t, x) := x+ u(t, x),

and define

Y εt := Φ(t,Xε
t ), Yt := Φ(t,Xt).

By the generalized Itô formula, we have

dYt = λu(t,Xt)dt+ σ̃(t,Xt)dW
1
t

and

dY εt = λu(t,Xε
t )dt+

(
Bε · ∇u

)(
t,Xε

t

)
dt+ σ̃(t,Xε

t )dW 1
t ,

where σ̃ = σ∗∇Φ and

Bε(t, x) := F (t, x, (φε ∗ ρεt )(x))− F (t, x, ρt(x)).

In particular, we have

Y εt − Yt = λ

∫ t

0

[
u(s,Xε

s )− u(s,Xs)
]
ds+

∫ t

0

(
Bε · ∇u

)(
s,Xε

s

)
ds

+

∫ t

0

[
σ̃(s,Xε

s )− σ̃(s,Xs)
]
dW 1

s .

By Itô’s formula and (6.9), we further have

|Y εt − Yt|2 6
∫ t

0

|Y εs − Ys|
(
λ|Xε

s −Xs|+ |Bε
(
s,Xε

s

)
|
)
ds

+

∫ t

0

|σ̃(s,Xε
s )− σ̃(s,Xs)|2ds+Mt,

(7.1)
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where Mt is a continuous local martingale. Completely the same way as in proving (6.13), we have

E|XN,1
t −Xt|2γ .

(
E
∫ T

0

|Bε
(
s,Xε

s

)
|2ds

)γ
. (7.2)

On the other hand, for any p > d, by Lemma 4.7 we have

‖ρεt − ρt‖L∞ .C
∫ t

0

(t− s)−
1
2 (1+ d

p )|||Bε(s)|||L̃pds.

By the Lipschitz assumption on F in r, we have

|||Bε(s)|||L̃p 6 ‖Bε(s)|||L∞ . ‖φε ∗ ρ
ε
s − ρs‖L∞ 6 ‖ρεs − ρs‖L∞ + ‖φε ∗ ρs − ρs‖L∞ .

For any β ∈ (0, γ0), noting that by (3.17),

‖ρs(·+ y)− ρs‖L∞ 6 C‖ρ0‖∞|y|βs−β/2,

we have

‖φε ∗ ρs − ρs‖L∞ 6
∫
Rd
‖ρs(·+ y)− ρs‖L∞ · |φε(y)|dy

. s−β/2
∫
Rd
|y|β · |φε(y)|dy . s−β/2εβ . (7.3)

Hence,

‖ρεt − ρt‖L∞ .C
∫ t

0

(t− s)−
1
2 (1+ d

p )(‖ρεs − ρs‖L∞ + s−
β
2 εβ)ds.

By Gronwall’s inequality of Volterra’s type, we have

‖ρεt − ρt‖L∞ 6 Ct
1
2−

d
2p−

β
2 εβ 6 Ct−

β
2 εβ . (7.4)

Note that by (1.15), (7.3) and (7.4),

E|Bε
(
s,Xε

s

)
|2 6 κ2

1

∫
Rd
|φε ∗ ρεs(x)− ρs(x)|2ρεs(x)dx

6 κ2
1‖φε ∗ ρεs − ρs‖2L∞ 6 Cs−βε2β .

Substituting this into (7.2), we obtain the desired estimate. �

Now we can give the

Proof of Theorem 1.3. This is a direct combination of Lemma 7.1 and (ii) of Theorem 1.1. �
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